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Abstract. Physical characteristics of electronic devices, leaking secret and sensitive information to an adversary with physical access, pose a long-known threat to cryptographic hardware implementations. Among a variety of proposed countermeasures against such Side-Channel Analysis attacks, masking has emerged as a promising, but often costly, candidate. Furthermore, the manual realization of masked implementations has proven error-prone and often introduces flaws, possibly resulting in insecure circuits. In the context of automatic masking, a new line of research emerged, aiming to replace each physical gate with a secure gadget that fulfills well-defined properties, guaranteeing security when interconnected to a large circuit. Unfortunately, those gadgets introduce a significant amount of additional overhead into the design, in terms of area, latency, and randomness requirements.

In this work, we present a novel approach to reduce the demands for randomness in such gadget-composed circuits by reusing randomness across gadgets while maintaining security in the probing adversary model. To this end, we embedded the corresponding optimization passes into an Electronic Design Automation toolchain, able to construct, optimize, and implement masked circuits, starting from an unprotected design. As such, our security-aware optimization offers an additional building block for existing or new Electronic Design Automation frameworks, where security is considered a first-class design constraint.
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1 Introduction

In 1999, Paul Kocher introduced Differential Power Analysis (DPA) as a powerful threat to the security of cryptographic hardware and devices [KJJ99]. In the aftermath, this remarkable work sparked interest and innovation in entirely new branches of research dealing with Side-Channel Analysis (SCA), showing that the observation of physical characteristics of an electronic device, such as timing behavior [Koc96], instantaneous power consumption [KJJ99], electromagnetic (EM) radiations [GMO01], or temperature and heat dissipation [HS13], can reveal secret and sensitive information to any observer and adversary with physical access. Over the last two decades, researchers, among other things, pursued research covering the development of novel side-channel attacks, the enhancement of analysis techniques, and the design and implementation of effective countermeasures.

In this context, masking (based on the concepts of secret sharing) has been established as the most promising candidate for protection against SCA due to its theoretical and...
sound security foundations [CJRR99]. Consequently, many different schemes and variants have been proposed and implemented in hardware over the last years [ISW03, Tri03, NRS11, RBN+15, GMK17, GM18], of which not a few have been shown to be insecure due to design flaws or inaccurate assumptions, e.g., [MMSS19]. Even today, the design and implementation of secure hardware is still a mostly manual and error-prone process, requiring long-standing expertise in hardware design and security. Consequently, recent research focuses on novel approaches and concepts facilitating the implementation of security in hardware through accurate models and consolidated security notions.

Security and Composability Notions. In the context of hardware masking, the simple and abstract Ishai-Sahai-Wagner (ISW) t-probing adversary and security model [ISW03] provides strong theoretical foundations and clear formal models for adversaries and physical execution environments of modern hardware devices. In its basic form, the t-probing model grants an adversary access to up to t intermediate values of an ideal circuit during the processing of sensitive information. Extended with unconsidered and unintentional physical effects, including glitches [MPG05, MS06], transitions [CGP+12, BGG+14], and couplings [CBG+17], the robust t-probing model [FGP+18] provides an accurate verification model to reason about the security of masked digital logic circuits. Unfortunately, the design and implementation of masked circuits is a non-trivial problem, as complexity increases with the design size, and the combination and composition of masked circuits may result in insecure constructions.

Accordingly, modern approaches endeavor to extend security to larger circuits through the composition of atomic masked circuits, often denoted as gadgets, guaranteeing security in the t-probing model when interconnected. To this end, novel security notions, such as Non-Interference (NI) [BBD+15], Strong Non-Interference (SNI) [BBD+16], and Probe Isolating Non-Interference (PINI) [CS20], have been proposed recently, defining gadget-contained properties that enable secure composition. Although the security and composability notions assist in the construction and verification of secure circuits, each gadget instantiation comes with additional overhead in terms of latency increase, area occupation, and randomness demand. More specifically, the local overhead for each gadget, introduced through the composability notions, accumulates for the entire circuit and often results in non-optimal solutions.

Security-Aware Construction and Optimization. Even beyond performance and area overhead, the composed constructions are often more secure than strictly required, as composability properties are often maintained even for the combined circuit, although eventually, only security against the t-probing adversary is required. For this, modern security-aware Electronic Design Automation (EDA) tools should not only assist designers in the construction of secure circuits through combining and composing masked gadgets but also provide ways and means to optimize the final construction in terms of area or performance while maintaining the desired level of security. This becomes even more important and pronounced for higher-order masking, as the performance and area penalty usually grows exponentially in the security order.

While there are already some initial concepts and tools to design and verify composed circuits [BGR18, CGLS21, KMMS22], all of the given tools maintain gadget barriers and boundaries without further optimization and improvement of the final masked circuits. Consequently, this leads to the question, whether dissolving gadget barriers and boundaries can help to share resources and, hence, decrease the overhead introduced through conservative security notions.

Our Contributions. Given these observations and research questions, we present a novel approach to optimize and reduce the final randomness consumption and requirements
of masked circuits created through the composition of securely masked gadgets. Set within this context, we attempt to use a holistic view of the composed circuit to identify clusters of gadgets that can share and re-use randomness while maintaining an appropriate level of security under the $t$-probing adversary model. More precisely, our approach is designed and well-suited for higher-order masking (i.e., $t \geq 2$) using state-of-the-art gadget constructions created under the SNI and PINI composability notions. Embedded into an efficient EDA flow, using the Multi-Level Intermediate Representation (MLIR) framework as a fundamental basis, we present novel optimization strategies and passes that allow constructing, optimizing, and implementing masked circuits, starting from an unprotected design. Depending on the context and application scenario, our optimization strategies allow reduction of the randomness demand of a masked AES-128 by up to 13% when utilizing state-of-the-art PINI gadgets and up to 94% when using SNI gadgets.

Outline. We first provide some core concepts and definitions used throughout the paper in Section 2. Then, in the main part of this paper, we introduce our optimization techniques for both SNI and PINI compositions in Section 3 and Section 4, respectively. In Section 5 we describe the implementation and integration of our optimization passes into an EDA toolchain for construction and optimization of masked circuits while we evaluate the performance and assess the practical security of our randomness reduction techniques in Section 6. Section 7 discusses existing and related work as well as possible extensions for the future, before we conclude in Section 8.

2 Preliminaries

In the following, we introduce necessary notations and recall the most important definitions from the literature required throughout the paper.

2.1 Notations

In Table 1, we provide a summary of important notation and variables used throughout this work. Further, calligraphic fonts are used to denote sets while we use superscripts to indicate the index of a gadget within a set, while subscripts are used for indices of shares and random bits.

2.2 Modeling and Masking Circuits

Any logic circuit realizing a Boolean function $F : \mathbb{F}_2 \rightarrow \mathbb{F}_2^d$, can be abstracted as a graph [ISW03, FGP+18]. More formally, any stateful and deterministic circuit $C$ can be modeled as a Directed Acyclic Graph (DAG) $D_C = \{V, E\}$, with vertices $v \in V$ describing either combinatorial gates or synchronization elements, i.e., registers, and edges $e \in E$ describing wires carrying elements drawn from $\mathbb{F}_2$.

Boolean Masking. Boolean masking splits a secret $x \in \mathbb{F}_2^d$ into $d > 1$ independent and uniformly distributed shares $x_i \in \mathbb{F}_2^d$, $0 \leq i < d$, such that $x = \bigoplus_{i=0}^{d-1} x_i$. For this, each $x_i$ for $0 \leq i < d-1$ is usually sampled from a uniform random distribution over $\mathbb{F}_2^d$, while the remaining share is derived as $x_{d-1} = \bigoplus_{i=0}^{d-2} x_i \oplus x$.

Encoded Circuit Model. The secure computation of $y = C(x)$ can be formally defined through a circuit compiler [AIS18] consisting of three algorithms, i.e., COMPILE, ENCODE, and DECODE.
Table 1: Summary of notation and variables.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of gadgets</td>
</tr>
<tr>
<td>$t$</td>
<td>Security order</td>
</tr>
<tr>
<td>$d$</td>
<td>Number of shares</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of random elements required for one gadget</td>
</tr>
<tr>
<td>$\tilde{m}$</td>
<td>Number of random elements overall</td>
</tr>
<tr>
<td>$R_k$</td>
<td>Ordered set of random elements used in the $k$’th gadget</td>
</tr>
<tr>
<td>$r_i$</td>
<td>$i$’th randomness element of overall randomness</td>
</tr>
<tr>
<td>$\tilde{r}_i$</td>
<td>$i$’th randomness element used in the $k$’th gadget</td>
</tr>
<tr>
<td>$r_{i,j}$</td>
<td>Randomness used to mask products between share index $i$ and $j$ in the $k$’th gadget</td>
</tr>
<tr>
<td>$T$</td>
<td>(Simplified) computation tree</td>
</tr>
<tr>
<td>$\mathcal{V}$</td>
<td>Set of vertices in $T$</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>Set of edges in $T$, i.e., shares of intermediate values</td>
</tr>
<tr>
<td>$\mathcal{E}^{\text{u}}$</td>
<td>Set of unshared edges in $T$, i.e., intermediate values</td>
</tr>
<tr>
<td>$\mathcal{E}^{\text{u}, j}$</td>
<td>Unshared edge in $T$ between $i \in \mathcal{V}$ and $j \in \mathcal{V}$</td>
</tr>
<tr>
<td>$\mathcal{P}^{\text{u}, j}$</td>
<td>Unshared path in $T$ between $i \in \mathcal{V}$ and $j \in \mathcal{V}$</td>
</tr>
<tr>
<td>$a^k_i$</td>
<td>$i$’th share of the left-hand-side input to the $k$’th gadget</td>
</tr>
<tr>
<td>$b^k_i$</td>
<td>$i$’th share of the right-hand-side input to the $k$’th gadget</td>
</tr>
<tr>
<td>$c^k_i$</td>
<td>$i$’th share of the output of the $k$’th gadget</td>
</tr>
</tbody>
</table>

While \textsc{Compile} is a deterministic algorithm which takes a circuit $C$ as input and outputs a masked circuit $\tilde{C}$, the \textsc{Encode} algorithm is probabilistic and transforms a secret $x$ into its masked representation $\tilde{x}$. \textsc{Decode} is again a deterministic algorithm converting a masked representation $\tilde{y}$ into the plain value $y$. Eventually, the secure computation of $y$ from $x$ is given as the concatenated execution of \textsc{Encode}, followed by $\tilde{C}$, terminated with \textsc{Decode}.

2.3 ISW $t$-Probing Model

In the literature, the ISW $t$-probing model [ISW03] has proven to be an accurate adversary model enabling the formal verification of masked circuits on the one hand, and construction of masking schemes on the other.

**Probing on Ideal Circuits.** In the standard $t$-probing model, an adversary is granted the ability to probe up to $t$ arbitrary wires of a masked circuit $\tilde{C}$, without having access to any information related to \textsc{Encode} and \textsc{Decode}. However, assuming an ideal circuit, probes are restricted to only observe the current value of the wire. Then, $t$-probing security is achieved if an adversary is not able to retrieve any information on the secret given up to $t$ probes.

**Probing in the Presence of Glitches.** Since ideal circuits do not capture physical defects in hardware implementations, i.e., glitches, transitions, and couplings, the $t$-probing model was extended to the robust probing model by Faust et al. [FGP+18]. In particular, glitches are a well-known source of information leakage in logic circuits due to unintentional activities caused by different signal and switching delays. To accurately capture these effects, in the glitch-extended robust $t$-probing model, each adversarial probe is extended to capture all values up to the last synchronization point (register or primary input),

\[\text{Throughout this work, we always assume a Boolean masking scheme.}\]
contributing to the observed value. For this, each standard probe is substituted by a glitch-extend variant, and security is defined as the adversary not learning any information on the secret given up to \( t \) glitch-extended probes.

**Probe Simulation and Propagation.** According to Cassiers and Standaert [CS20], a probe propagates into another wire if the value on this wire is needed to perfectly simulate the distribution of the probed value, where *perfect simulation* is defined by Definition 1. This intuitively means that probes spread backwards through a circuit until they are stopped by some randomness refreshing. Hence, probes can capture information leakage of other wires contributing to the computation of the observed value.

**Definition 1 (Perfect Probe Simulation).** Let \( P \) be a set of probes placed on a masked circuit. Then \( P \) is *perfectly simulatable* by a set \( X \) of input shares iff there exist a probabilistic polynomial time (ppt) simulator \( \text{sim} \), such that for any values of the inputs to the masked circuit, the probability distribution over \( P \) and \( \text{sim}(X) \) are equal.

### 2.4 Composability Notions

As formal verification and construction of masking schemes are increasingly challenging for higher security orders and larger circuits, different composability notions have been established. Each of them aimed at enabling the construction of small, masked sub-circuits, commonly denoted as *gadgets*, which provable lead to security in the (robust) \( t \)-probing model when composed to a larger circuit.

For this, all common composability notions restrict probe propagation for single gadgets, allowing to argue about probe propagation and security in composed circuits. More precisely, a single (extended) probe placed inside a gadget is restricted to propagate only to a limited set of input shares of the respective gadget, where the concrete limitation is specific to the composability notion.

**\( t \)-Non-Interference.** The notion of NI [BBD+15], as defined in Definition 2, restricts probe propagation without differentiating between internal and output probes. It implies \( t \)-probing security but has proven to be insufficient to guarantee composability.

**Definition 2 (Non-Interference).** A masked circuit \( \tilde{C} \) is \( t \)-NI iff for every probe set \( P \) containing \( t' \leq t \) probes, there exists a set \( X \) containing at most \( t' \) shares per input, such that \( P \) can be perfectly simulated by \( X \).

**Strong Non-Interference.** For the SNI composability notion [BBD+16], an adversary is allowed to learn partial information on shared inputs when placing probes on wires inside the gadget. However, for every probe positioned on an output of the gadget, the adversary is not allowed to learn any additional input shares. More formally, \( t \)-SNI is defined according to Definition 3.

**Definition 3 (\( t \)-Strong Non-Interference).** A single-output, masked circuit \( \tilde{C} \) is \( t \)-SNI iff for every probe set \( P \) containing \( t_1 \) internal probes and \( t_2 \) output probes, such that \( t_1 + t_2 \leq t \), there exists a set \( X \) containing at most \( t_1 \) shares per input, such that \( P \) can be perfectly simulated by \( X \).

As this definition is limited to single-output gadgets, SNI was extended to Multiple-Output Strong Non-Interference (MO-SNI) by Cassiers and Standaert [CS20] to cover multiple-output gadgets as well.

**Definition 4 (Multiple-Output Strong Non-Interference).** A masked circuit \( \tilde{C} \) provides \( t \)-MO-SNI iff for every probe set \( P \) containing \( t_1 \) internal probes and up to \( t_2 \) probes on each output, such that \( t_1 + t_2 \leq t \), there exists a set \( X \) containing at most \( t_1 \) shares per input, such that \( P \) can be perfectly simulated by \( X \).
Probe Isolating Non-Interference. Since trivial (i.e., share-wise) implementations of linear operations are not SNI, Cassiers and Standaert introduce the notion of t-PINI [CS20], enabling trivial implementations by restricting probes to only propagate within a single-share domain. More formally, t-PINI is defined according to Definition 5.

Definition 5 (Probe Isolating Non-Interference). Let \( \mathcal{P} \) be a set of \( t_1 \) internal probes and some probes on outputs. Further, let \( \mathcal{I}_\mathcal{O} \) be the set of share indices assigned to these output probes in \( \mathcal{P} \), with \( |\mathcal{I}_\mathcal{O}| = t_2 \) and \( t_1 + t_2 \leq t \). A masked circuit \( \tilde{\mathcal{C}} \) is t-PINI iff for every \( \mathcal{P} \), there exists a set of indices \( \mathcal{I}_\mathcal{T} \) with \( |\mathcal{I}_\mathcal{T}| \leq t_1 \), such that the distribution observed by \( \mathcal{P} \) can be perfectly simulated by input shares corresponding to share domains drawn from \( \mathcal{I} = \mathcal{I}_\mathcal{T} \cup \mathcal{I}_\mathcal{O} \).

2.5 Restricted Composability Notions

In the context of this work, we introduce a variant of MO-SNI and PINI, which restricts the number of adversarial probes placed on gadget outputs more strictly. More precisely, our variants only allow \( t_2 \) adversarial probes placed on all outputs instead of \( t_2 \) probes placed at each output.

Definition 6 (t-Restricted Multiple-Output Strong Non-Interference). A masked circuit \( \tilde{\mathcal{C}} \) provides t-Restricted Multiple-Output Strong Non-Interference (RMO-SNI) iff for every probe set \( \mathcal{P} \) containing \( t_1 \) internal probes and \( t_2 \) output probes, such that \( t_1 + t_2 \leq t \), there exists a set \( \mathcal{I}_\mathcal{T} \) containing at most \( t_1 \) shares per input, such that \( \mathcal{P} \) can be perfectly simulated by \( \tilde{\mathcal{C}} \).

Definition 7 (t-Restricted Probe Isolating Non-Interference). Let \( \mathcal{P} \) be a set of \( t_1 \) internal probes and \( t_2 \) output probes with \( t_1 + t_2 \leq t \). Further, let \( \mathcal{I}_\mathcal{O} \) be the set of share indices assigned to the output probes. A masked circuit \( \tilde{\mathcal{C}} \) provides t-Restricted Probe Isolating Non-Interference (R-PINI) iff for every \( \mathcal{P} \), there exists a set of indices \( \mathcal{I}_\mathcal{T} \) with \( |\mathcal{I}_\mathcal{T}| \leq t_1 \), such that the distribution observed by \( \mathcal{P} \) can be perfectly simulated by input shares corresponding to share domains drawn from \( \mathcal{I} = \mathcal{I}_\mathcal{T} \cup \mathcal{I}_\mathcal{O} \).

Obviously, these notions do not enable arbitrary compositions but require special care and construction, ensuring that a set of probes placed onto the composed circuit does not propagate into more than \( t \) output probes of a gadget. These definitions can be used to make statements about probing security and secure composition even when the full composability notions do not hold after optimization. We show how those notions can be ensured and leveraged to optimize the randomness used across gadget boundaries.

Further, we highlight that both RMO-SNI and R-PINI imply NI respectively. The reason is that both RMO-SNI and R-PINI restrict the adversary to at most \( t' < t \) probes in total, which are simulated with at most \( t' \) shares of each input. This is exactly the definition of NI. In other words, if an R-PINI or RMO-SNI simulator exists for \( \mathcal{P} \), then the NI simulator simply runs the same simulation on the same simulation set.

2.6 Computation Tree

In order to perform our cross-gadget optimizations, it is necessary to argue about connections between gadgets. For this, we define further abstractions of our circuit model, such that vertices in the graph represents gadgets, and each edge represent one share of an intermediate value. Please note, there always exist \( t + 1 \) parallel edges in a masked computation tree.

Definition 8 (Computation Tree). We define the computation tree of a masked circuit \( \tilde{\mathcal{C}} \) as a Directed Acyclic Multigraph (DAMG) \( \mathcal{T} = (\mathcal{V}, \mathcal{E}) \), with vertices \( \mathcal{V} = \{G^0, G^1, \ldots, G^{n-1}\} \) representing all gadgets from \( \tilde{\mathcal{C}} \) in addition to primary inputs and outputs, while edges \( \mathcal{E} = \{E^\ell_{i,j} \mid i \in \mathcal{V}, j \in \mathcal{V}, \ell \leq t\} \) represents all wires between those gadgets in \( \tilde{\mathcal{C}} \).
Further, following Cassiers et al. [CS20], a simplified computation tree is constructed according to Definition 9. In essence, the transformation removes the connection between inputs and outputs of SNI gadgets.

**Definition 9 (Simplified Computation Tree).** A simplified computation tree is defined as a computation tree where all SNI gadgets $G$ are divided into two separate parts $G_{in}$ and $G_{out}$, such that the inputs of $G$ are connected to $G_{in}$, and $G_{out}$ is connected to the outputs of $G$. Further, $G_{in}$ has no outputs and $G_{out}$ has no inputs.

Since each edge in the (simplified) computation tree represents a wire in the circuit, each share belonging to one intermediate value is represented with its own edge. For situations where we only care about the existence of an edge connecting two vertices, we say an unshared edge is the set of edges belonging to the same unshared intermediate value. Using this, we can define an unshared path as a collection of connected unshared edges. Hence, for an unshared path, we only consider the existence of a connection between two gadgets and not the possible routes over different shares. However, we emphasize that this is just a formal concept with no impact on the underlying physical implementation.

**Definition 10 (Unshared Path).** Let $T = (V, E)$ be a (simplified) computation tree. Further, let $\bar{E}$ be a set of unshared edges such that $\bar{E}_{i,j} \in \bar{E}$ iff $E_{i,j}^\ell \in E$ for some $\ell$. Then we define an unshared path $\bar{P}_{a,b}$ in $T$ as a sequence of connected edges $\{\bar{E}_{a,i_1}, \bar{E}_{i_1,i_2}, \ldots, \bar{E}_{j_1,j_2}, \bar{E}_{j_2,b}\}$, with $\bar{E}_{i,j} \in \bar{E}$.

### 3 Randomness Reduction for DOM-Gadget Composition

We first consider gadget compositions based on the notion of SNI. For this, we discuss how to use properties of SNI to cluster multiple gadgets before we show how to reuse randomness within such clusters. In the following, we assume a design composed of NI-addition gadgets and Domain-Oriented Masking (DOM)-multiplication and DOM-refresh gadgets [GMK17] where only the DOM gadgets require fresh randomness.

#### 3.1 Clustering DOM Gadgets

Our first goal is to divide the set of DOM multiplication and DOM refresh gadgets into different clusters, such that we can reuse randomness within each cluster, i.e., two gadgets belonging to the same cluster may share some randomness.

When reusing randomness among different gadgets, it has to be ensured that refreshing one value does not actually result in the removal of already introduced randomness. Hence, values dependent on the same randomness need always to be separate from each other.

In addition, sharing and reusing randomness among different gadgets potentially causes inter-gadget leakage, i.e., a probe placed within one gadget can capture leakage of additional input shares through the leakage of other gadgets. While the SNI property of a gadget generally restricts the amount of information that is leaked and captured by a single probe (i.e., the number of input shares), it does not constrain the source of information leakage (i.e., the share index). In consequence, to prevent critical cross-gadget leakage from revealing additional input shares, gadgets that can share and reuse the same randomness must have inputs independent of each other.

Further, we observe that the essential property of SNI gadgets is a share refreshing that removes any dependency between the output and the gadget inputs. Basically, this property is the foundation for SNI composition, introduced by Barthe et al. [BBD+16], and was generally shown by Belaïd et al. [BGR18]. However, this property allows not only to cluster parallel gadgets from different paths of the computation tree due to independent inputs, but also gadgets that lie in different paths within the simplified computation tree (which can be at the same path in the computation tree).
Definition 11 (Clustering of DOM Gadgets). Let $T = (V, E)$ be a simplified computation tree of vertices $V = \{G^0, G^1, \ldots, G^{n-1}\}$ and edges $E = \{E^i_j, \ell \mid i \in V, j \in V, \ell \leq t\}$. A cluster of DOM gadgets is a set $C \subseteq V$ such that:

\begin{align}
\forall \{G^i, G^j\} \in C^2, i \neq j | \exists G \in V : \exists \bar{P}^{G,G^i} \land \exists \bar{P}^{G,G^j} & \quad (1) \\
\forall \{G^i, G^j\} \in C^2, i \neq j | \exists \bar{P}^{G^i,G^j} & \quad (2) \\
\forall \{G^i, G^j\} \in C^2, i \neq j | \exists G \in V : \exists \bar{P}^{G^j,G^i} \land \exists \bar{P}^{G^i,G^j} & \quad (3) \\
\forall G^i \in C, \forall G^j \in V, i \neq j | \exists \bar{P}^{G^i,G^j} \lor \exists \bar{P}^{G^i,G^j} & \quad (4)
\end{align}

Here, Property (1) ensures that all inputs to the clusters are independent of each other, as there is no path from one source to multiple inputs of the cluster. Property (2) requires that there is no path from an output of the cluster to an input of the same cluster, ensuring the independence of the contained gadgets. Intuitively, those two properties restrict the cross-gadget leakage. Property (3) is symmetric to Property (1) in that it ensures that there is no path from multiple outputs of the cluster to the same sink gadget. This property is required to restrict the number of probes that can propagate to the outputs of the cluster. For the same reason, Property (4) restricts the number of paths from one output to all other gadgets to at most one. However, we included this property for completeness only, as it is always true for secure compositions of NI and SNI gadgets. The clustering principle is illustrated in Figure 1a for different scenarios.

We now prove that such a cluster can have at most $t$ (propagated-)probes at outputs of the containing gadgets, meaning that the cluster requires RMO-SNI only, instead of MO-SNI, for probing security. We use Properties (3) and (4) from Definition 11 here, while the other properties are required later to prove Theorem 2.

Theorem 1. Let $T = (V, E)$ be a simplified computation tree with gadgets in $V$ that are $t$-NI or $t$-SNI and let $C$ be a cluster according to Definition 11. Further, let $P$ be a set of probes on $V$ and $E$, with $|P| \leq t$. Then, there are at most $t$ probes at output shares of $C$ including probe propagation and glitch extension of probes.

Proof. Assume a cluster $C$ according to Definition 11 within a simplified computation tree $T = (V, E)$. We further assume a set of probes $P$ on $V$ and $E$ with $|P| \leq t$. In general,
there are two scenarios how the output of a gadget is probed: (1) by directly probing the corresponding signal or (2) by probe propagation after placing a probe on an internal signal (for this proof we consider glitch extension of probes as a form of probe propagation). Assume $|P| = t_1 + t_2$ probes, among which $t_1$ probes are placed directly on outputs of $C$, and $t_2$ probes elsewhere. It trivially holds that $t_1 \leq t$. Due to Properties (3) and (4), there is at most one unshared path from each actual probe to outputs of $C$. Hence, a probe can not duplicate during probe propagation through different paths. In addition, the definition of NI and SNI guarantee that probes can not duplicate within gadgets. Therefore, there are at most $t_2$ probes capturing the outputs of $C$ derived from probe propagation. This means, there are $t_1 + t_2 \leq t$ probes capturing the outputs of of $C$, which proofs Theorem 1.

Randomness Assignment for DOM Gadgets. After clustering gadgets according to Definition 11, the assignment of fresh randomness to gadgets follows a simple rule: Randomness can be reused between gadgets of the same cluster as long as there is no pair of random elements $\{r_i, r_j\}$ which is used in more than one gadget. In other words, there is no pair of gadgets that share more than one random element. We provide illustrative examples for the correct randomness reuse and an incorrect one in Figure 2a and Figure 2b respectively. Intuitively, this rule ensures that a probe placed in a single gadget can only leak one additional input share of other gadgets through cross-gadget leakage, as there is at most one random element that is reused between two gadgets. Definition 12 captures this rule of correctly reusing randomness for DOM gadgets within a cluster more formally.

Definition 12 (RMO-SNI-Randomness Assignment). Given a cluster $C$ as defined in Definition 11, for all DOM gadgets $G^k \in C$ random elements can be assigned arbitrarily to $G^k$ as long as the following condition holds:

$$\forall k, \forall \{r_i, r_j\} \in R^k | \not\exists k' \neq k : \{r_i, r_j\} \in R^{k'},$$

where $r_j$ stands for the $i$-th random element and $R^k$ is the set of randomness used for the gadget $G^k$.

Security Proof. We now prove that this rule ensures $t$-RMO-SNI for a cluster of DOM gadgets. More precisely, we take the gadget variant of Faust et al. [FGP+18], which was made $t$-SNI by adding an additional register layer at the output. The description of such
Algorithm 1: A single cluster, containing $n$ DOM-multiplication gadgets, with reduced randomness (equal to definition in [FGP+18] for $n = 1$).

1. function clusterDOM((a_0, b_0), ..., (a_{n-1}, b_{n-1})): 
   Require: $t \geq 2$
   Require: All inputs are independent of each other
   Require: $a_i, b_i \in \mathbb{F}_2$ such that $a^k : (a_0^k, ..., a_t^k), b^k : (b_0^k, ..., b_t^k)$ with $\sum_i a_i^k = a^k$ and $\sum_i b_i^k = b^k$
   // Initialize randomness
   for $k = 0$ to $n - 1$ do
     $R^k = \langle r_0^k, ..., r_{m-1}^k \rangle \leftarrow$ Distribution according to Definition 12
     $q \leftarrow 0$
   for $i = 0$ to $t$ do
     for $j = i + 1$ to $t$ do
       $r_{i,j}^k \leftarrow r_q^k$
       $q \leftarrow q + 1$
   // Compute multiplication gadgets
   for $k = 0$ to $n - 1$ do
     for $i = 0$ to $t$ do
       $w_i^k \leftarrow a_i^k \cdot b_i^k$
     for $j = i + 1$ to $t$ do
       $u_{i,j}^k \leftarrow a_i^k \cdot b_j^k + r_{i,j}^k$
       $u_{j,i}^k \leftarrow a_j^k \cdot b_i^k + r_{j,i}^k$
     for $i = 0$ to $t$ do
       $s_{i}^k \leftarrow \text{Reg}[u_i^k] + \sum_{j=0,j\neq i}^{t} \text{Reg}[u_{i,j}^k]$
       $c_i^k \leftarrow \text{Reg}[s_i^k]$
     // Ensure: $c^k : (c_0^k, ..., c_t^k) \in \mathbb{F}_2^{t+1}$ such that $\sum_j c_j^k = a^k \cdot b^k, \forall k$
   return $c_0^k, ..., c_t^k$


A cluster with $n$ DOM gadgets is given in Algorithm 1. Please note that we can see the composition of the $n$ DOM gadgets, constructing the cluster, as a new gadget for which we prove security. Furthermore, we can restrict the argumentation to multiplication gadgets only, as SNI-refresh gadgets can be trivially constructed by SNI-multiplication gadgets where one input is a constant Boolean sharing of 1, e.g., $(1, 0, \ldots, 0)$ (cf. [BGR18]).

Theorem 2. clusterDOM, as defined in Algorithm 1, is $t$-RMO-SNI secure under the glitch-robust t-probing model.

Proof. Let us denote a set of internal probes $\mathcal{P}_I$ and a set of output probes $\mathcal{P}_O$ with $\mathcal{P}_I \cup \mathcal{P}_O \leq t$. Without loss of generality, we restrict the probes to only capture $w_i^k, u_{i,j}^k, s_i^k$ and $c_i^k$ as, due to glitch extension, all other probe positions capture a portion of the same probe. In Algorithm 2, we give an algorithm that, given the set of probes $\mathcal{P}_I \cup \mathcal{P}_O$, returns a set of input shares $\mathcal{X}$ required to simulate the probes for the gadget defined in Algorithm 1. In particular, Algorithm 2 returns all inputs such that all required intermediate values can be computed exactly as in Algorithm 1 except for some $u_{i,j}^k$. We first show that, for all possible probe placements, Algorithm 2 adds at most one share of each input to $\mathcal{X}$ for each internal probe. Afterwards, we show that the inputs in $\mathcal{X}$ enable a simulation of the set of probes $\mathcal{P}_I \cup \mathcal{P}_O$, as required for t-RMO-SNI.

For some probe placed on $w_i^k$ it is obvious that Algorithm 2 only adds one share of each input to $\mathcal{X}$ (i.e., $a_i^k, b_i^k$). The same is true for a probe on $s_i^k$ when $\tilde{s}(k', x, y, j)$ such that $r_{x,y}^k = r_{i,j}^k$ with a probe placed on $w_{x,y}^k$ or $s_{x,y}^k$, since then, Line 12 of Algorithm 2 is not
reached. However, if there is a probe placed on $s_k^i$ and $\exists \{k', x, y, j\} \text{ such that } r_{x,y}^{k'} = r_{i,j}^k$ 
and a probe is placed on $u_{k,j}^y$, then the set $\{a_{x}^k, b_{y}^k, b_{j}^k, a_{x}^{k'}, b_{y}^{k'}\}$ is added to $\mathcal{X}$. Naturally, 
this adds at most two shares of each input (using two probes) if $k' \neq k$. For $k' = k$, either 
y = i or y = j, since $r_{i,j}^k$ is only used at most twice in each internal gadget, and $r_{i,j}^k = r_{i,j}^k$. 
Hence, again, only at most two shares of each input are added to $\mathcal{X}$ (using two probes). 
Otherwise, if a probe is placed on $s_k^i$ as well as on some $s_z^k$ such that $\exists \{j, y\} : r_{x,y}^{k} = r_{i,j}^k$, 
then the set $\{a_{x}^k, b_{y}^k, a_{x}^{k'}, b_{y}^{k'}, b_{j}^{k'}, b_{j}^{k'}\}$ is added to $\mathcal{X}$. With the same argument as before, 
this also adds only two shares per input to $\mathcal{X}$ (using two probes). In the last case, a probe 
is placed on some $u_{k,j}^y$ but not on some $s_z^{k'}$ containing the same random value. In this 
case, only $\{a_{x}^k, b_{y}^k\}$ is added to $\mathcal{X}$. The argumentation holds for any number of probes 
placed on values containing the same randomness, as all inputs are independent of each 
other (Property 1 from Definition 11) and two probes placed on values containing 
the same randomness already reveal all shares required for the actual computation. 
Please note, that a probe placed on some output share (i.e., $c_i^k$) does not add any item to $\mathcal{X}$, as 
required by RMO-SNI.

We now show that the input shares contained in $\mathcal{X}$ are sufficient to simulate the probes 
$\mathcal{P}_2 \cup \mathcal{P}_O$. For this, we compute all required intermediate values exactly as in the gadget 
(Algorithm 1) by replacing all values $u_{k,j}^i$, that can not be computed, by some fresh random 
value. For probes placed on output shares $c_i^k$ where $a_{x}^k, b_{y}^k \notin \mathcal{X}$ we ignore $u_{k}^i$ and compute 
only the sum of the corresponding $u_{k,j}^i$, $\forall j$. This ensures that all required intermediate 
values $w_{k}^i, u_{k,j}^i, c_i^k$ and output shares $c_i^k$ are well defined in the simulator.

Finally, in order to prove Theorem 2, we only need to show that the above defined simulator 
haves the same output distribution for the probes $\mathcal{P}_2 \cup \mathcal{P}_O$ as a computation of the 
gadgets with Algorithm 1. This is true for the following reason. All intermediate values 
are computed exactly the same for both the simulator and Algorithm 1, except for some 
$u_{k,j}^i$ which are replaced by fresh random values, and some output shares $c_i^k$.

Let us assume we replace some $u_{k,j}^i$, with randomness, then this value is not directly 
probed, as otherwise $a_{x}^k, b_{y}^k \notin \mathcal{X}$ according to Algorithm 2 and $u_{k,j}^i$ can be computed, 
but a probe is placed on either $s_k^i$ or $c_i^k$ as those are the only values requiring $u_{k,j}^i$. Let us take 
a closer look into these cases in the following.

**Case 1.** Assume a probe is placed on $s_k^i$. From Algorithm 2 it follows that $a_{x}^k \notin \mathcal{X}$ 
(Line 7), hence, $b_{y}^k \notin \mathcal{X}$, as otherwise $u_{k,j}^i$ can be computed. From this and Algorithm 2 
 it also follows that $s_k^i$ is probed, and $r_{x,y}^{k'} = r_{i,j}^k$ such that a probe is placed on $u_{k,j}^i$ or $s_k^i$. 
(Line 12). If, on the one hand, there is no probe placed at any output $k' \neq k$ that
contains \( r_{i,j}^k \), then \( r_{i,j}^k \) is only observable through \( u_{i,j}^k \) (in the computation for \( s_i^k \)) and replacing \( u_{i,j}^k \) with fresh randomness does not change the output distribution (a probe placed on \( c_i^k \) does not reveal any additional information to \( s_i^k \)). If, on the other hand, a probe is placed on some \( c_i^{k'}, k' \neq k \) that also contains \( r_{i,j}^k \), then \( c_i^{k'} \) also contains \( t - 1 \) other random values. From Definition 12 it follows that any two probes placed in different gadgets can have at most one random value in common. As there is no other internal probe containing \( r_{i,j}^k \) and again as \( b_j^k \not\in \mathcal{X} \), there is no probe on \( s_i^k \), which is the only value sharing more than one random value with \( c_i^{k'} \). Hence, \( t - 1 \) more probes are required to remove all uniform random behavior from \( c_i^{k'} \), but only \( t - 2 \) probes are left. Therefore, \( r_{i,j}^k \) is only still observable through \( u_{i,j}^k \) and replacing \( u_{i,j}^k \) with fresh randomness does not change the output distribution.

Case II. Now, assume a probe is placed on \( c_i^k \). If there is some probe placed on some \( s_i^k \) which contains \( r_{i,j}^k \), we can use the argumentation of Case I. Therefore, we assume only probes on output shares containing the randomness \( r_{i,j}^k \). If \( c_i^k \) is the only output depending on \( r_{i,j}^k \), this random value is only observable through \( u_{i,j}^k \) and replacing \( u_{i,j}^k \) with fresh randomness does not change the output distribution. If there are at least two output probes that contain \( r_{i,j}^k \), then again we require \( t - 1 \) probes to remove all uniform random behavior from \( c_i^k \) but only \( t - 2 \) probes are left. Hence, \( r_{i,j}^k \) is not observable at all and replacing \( u_{i,j}^k \) with fresh randomness does not change the output distribution.

Therefore, replacing some \( u_{i,j}^k \) with fresh randomness does not change the output distribution of the probes \( P_Z \cup P_O \). If there is a probe placed on some \( c_i^k \), and \( w_i^k \) cannot be computed as either \( a_i^k \not\in \mathcal{C} \) or \( b_j^k \not\in \mathcal{X} \), then there are no probes placed on \( w_i^k \), or \( s_i^k \). Hence, there is no probe placed on a value that shares more than one random value with \( c_i^k \), again as the only such probe would be one placed at \( s_i^k \). Hence, \( t \) more probes are required to remove all randomness from \( c_i^k \) but only \( t - 1 \) probes are left. Therefore, \( w_i^k \) has no influence on the distribution of \( c_i^k \) and removing it from the computation does not change the output distribution.

We conclude that the simulator is able to fully simulate Algorithm 1 with input shares \( \mathcal{X} \), which proves Theorem 2.

We emphasize that the resulting cluster is RMO-SNI and hence, special care needs to be taken when composing gadgets belonging to different clusters. We envision the usage of this approach during optimization of an already-secure design, where the clusters can be selected such that the required composition properties hold (given in Definition 11). As a result, this transformation leads to an overall design that is at most RMO-SNI. Hence, probing secure and NI secure designs will maintain their properties, but SNI designs are potentially weakened. To maintain SNI security, it is necessary to ensure that on the path from each output of a cluster to an output of the circuit, there is at least one SNI gadget.

### 3.2 Relaxed Clustering of DOM Gadgets

In Definition 11, we used a strong notion of clustering that requires an information flow analysis for both the inputs and the outputs of each gadget. The resulting small clusters offer high potential for randomness optimization, i.e., all randomness bits can be potentially reused, but also have the potential of weakening the notion of composition, i.e., RMO-SNI instead of MO-SNI. A cluster that sustains the stronger notion of MO-SNI can be built by adding more restrictions to the randomness reuse within the cluster. In particular, some randomness is required to be unique, hiding randomness being reused at the outputs. More specifically, we need to ensure that the only combination of probes that can remove all randomness from an output share are probes placed on all shares of that output. Then, due to the stronger notion of composition, the clustering rules can be relaxed by omitting the information flow analysis of the gadget outputs and focusing solely on the gadget.
inputs. More formally, only Property (1) and (2) from Definition 11 are required while Property (3) and (4) can be dropped.

**Definition 13 (Relaxed Clustering of DOM Gadgets).** Let \( T = (\mathcal{V}, \mathcal{E}) \) be a simplified computation graph of vertices \( \mathcal{V} = \{G^0, G^1, \ldots, G^{n-1}\} \) and edges \( \mathcal{E} = \{E^j_i \mid i \in \mathcal{V}, j \in \mathcal{V}, \ell \leq t\} \). A cluster of DOM gadgets is a set \( C \subseteq \mathcal{V} \) such that:

\[
\forall \{G^i, G^j\} \in \mathcal{C}, i \neq j \mid \not\exists G \in \mathcal{V} : \exists \hat{P}^{G,G^i} \land \exists \hat{P}^{G,G^j} \tag{1}
\]

\[
\forall \{G^i, G^j\} \in \mathcal{C}, i \neq j \mid \not\exists \hat{P}^{G^i,G^j} \tag{2}
\]

An illustration of the relaxed clustering is given in Figure 1b. In contrast to clustering, the assignment of randomness to gadgets within a cluster is more restricted and, hence, the formal definition requires additional properties compared to Definition 12.

**Definition 14 (MO-SNI-Randomness Assignment).** Given a cluster \( C \) as defined in Definition 13, for all DOM gadgets \( G^k \in C \) random elements can be assigned to \( G^k \) as long as the following conditions hold:

\[
\forall k, \forall \{r_i, r_j\} \in \mathcal{R}_k \mid \not\exists k' \neq k : \{r_i, r_j\} \in \mathcal{R}_{k'} \tag{5}
\]

\[
\forall k, \forall r_i \in \mathcal{R}_k \mid \not\exists k' \neq k : r_i \in \mathcal{R}_{k'} \land r_i \in \mathcal{R}_{k'} \tag{6}
\]

\[
\exists i, \forall j \neq i : r_{i,j} \in \hat{R}_k, \tag{7}
\]

where \( \hat{R}_k \) is the set of unique randomness used by gadget \( G^k \), \( \mathcal{R}_k \) is the set of random values used for the gadget \( G^k \), that are potentially shared with other gadgets, and \( r_{i,j} \) is the random element blinding the cross domain \((i, j)\), i.e., the product of shares from \( i \) and \( j \) (e.g., \( r_{i,j} \) in Algorithm 1).

Intuitively, Property (6) resembles the unique usage of randomness in each gadget, Property (7) ensures that one output share is blinded completely by gadget-specific fresh randomness, ensuring that all output shares are required to remove the gadget-unique randomness of one output share, while Property (5) is already used in Definition 12 and determines how to reuse randomness between gadgets of the same cluster. Illustrative examples are given in Figure 2c and Figure 2d.

Using Definition 13 and Definition 14 together with the same DOM gadget implementation as before, we now prove MO-SNI-security of a corresponding cluster.

**Theorem 3.** clusterDOM as defined in Algorithm 1, where Definition 14 is used as a replacement for Definition 12 in Line 3, is \( t \)-MO-SNI under the glitch-robust probing model.

The only difference between Theorem 3 and Theorem 2 is the security property, i.e., MO-SNI instead of RMO-SNI, and the randomness assignment. In particular, an adversary is allowed to place \( t_2 \leq t \) probes on each output instead of \( t_2 \leq t \) for all outputs together.

Now we show that the same simulator as used in the proof of Theorem 2 can be used to prove Theorem 3.

**Proof.** Assume the same simulator as used in the proof of Theorem 2. In particular, the required input shares are determined using Algorithm 2 and all values are computed exactly as in Algorithm 1, except for some \( u_{i,j}^k \) and some \( c_i^k \). Without loss of generality, we assume that the first \( t - 1 \) random values assigned to each gadget are unique to this gadget, resulting in the first output share being only masked with unique randomness while all other output shares being masked with exactly one unique random value.

As before, we restrict our analysis to probes placed on \( \hat{P}_I^u, \hat{P}_I^{u,j}, \hat{s}_I^k, \) and \( \hat{c}_I^k \), as other probes are strictly less powerful. Again, we need to show that the above defined simulator results in the same output distribution for the probes \( \hat{P_I} \cup \hat{P_O} \) as the computation of
the probes with Algorithm 1. The only values computed differently in the simulator and Algorithm 1 are some $u_{i,j}^k$ and $c_{i,j}^k$.

Recall, that if some value $u_{k,j}^k$ is replaced by randomness, then there is a probe placed on either $s_{i,j}^k$ or $c_{i,j}^k$, as those are the only values requiring the value $u_{i,j}^k$.

**Case I.** Assume $s_{i,j}^k$ is probed. If this (and optionally a probe on $c_{i,j}^k$, which gives no additional information) is the only probe containing $r_{i,j}^k$, then this random value is observable only through $u_{i,j}^k$ and the output distribution does not change by replacing $u_{i,j}^k$ with fresh randomness. If $\exists \{k' \neq k, x, y\} : r_{i,j}^k = r_{x,y}^{k'}$, and a probe is placed on $c_x^{k'}$, then it follows from Property (7) that $c_{i,j}^{k'}$ also contains some random value unique to the $k'$-th gadget. Removing the masking with a random value which is unique to the gadget, requires either some internal probe (e.g., the randomness itself) or a probe on $c_{i,j}^k$, which itself is masked with $t - 2$ additional random values unique to the gadget. Removing them requires either one internal probe (e.g., $s_{i,j}^k$) or all other output shares. Hence, removing some gadget’s unique randomness from an output share requires either some internal probe or all $t + 1$ shares of that particular output, where the later is prohibited by the number of available probes for each output ($\leq t$). In addition to the gadget’s unique randomness, $c_{i,j}^k$ also contains $t - 2$ random values that are potentially shared with other gadgets. Property (5) ensures that two different gadgets do not share more than one random value. Hence, the only value sharing more than one random value with $c_{i,j}^{k'}$ is $s_{i,j}^k$, where no probe is placed as otherwise $a_x^k \in \mathcal{X}$ (Line 6 in Algorithm 2) and $b_{i,j}^k \in \mathcal{X}$ (Line 11 in Algorithm 2) which means $s_{i,j}^k$ can be computed. Therefore, at least one additional probe is required to remove one reused random value in $c_{i,j}^{k'}$. This probe can either be an internal probe or an output probe, which itself is masked by some unique randomness different to the unique randomness in $c_{i,j}^k$. Therefore, to remove all random behavior except $r_{i,j}^k$, from $c_{i,j}^{k'}$ at least $t - 1$ probes are required, but only at most $t - 2$ probes are left to the adversary, since there is already a probe on $s_{i,j}^k$ and $c_{i,j}^k$. Hence, the randomness $r_{i,j}^k$ is observable only through $u_{i,j}^k$ in $s_{i,j}^k$ and replacing $u_{i,j}^k$ with fresh randomness does not change the output distribution.

**Case II.** Now, assume a probe placed on $c_{i,j}^k$ and $r_{i,j}^k$ is only captured by probes on outputs. If there is a probe on some $s_{i,j}^{k'}$ such that $r_{i,j}^k = r_{x,y}^{k'}$, then the arguments from Case I hold. If $c_{i,j}^k$ is the only output probe containing $r_{i,j}^k$, then this random value is observable only through $u_{i,j}^k$ and replacing that value by fresh randomness does not change the output distribution. If $\exists \{k' \neq k, x, y\} : r_{i,j}^k = r_{x,y}^{k'}$ and a probe is placed on $c_x^{k'}$, then $r_{i,j}^k$ and $c_x^{k'}$ share at most one random value ($r_{i,j}^k$), due to Property (5), while both contain at least one gadget-unique random value and $t - 2$ random values potentially shared with other gadgets. Removing the random behavior of one of the two outputs requires $t - 1$ internal probes (with the same argument as above) but at most $t - 2$ probes are left to the adversary, since $c_{i,j}^k$ and $c_{i,j}^{k'}$ are already probed. Hence, the randomness $r_{i,j}^k$ is not observable at all and replacing $u_{i,j}^k$ by fresh randomness does not change the output distribution.

In conclusion, $u_{i,j}^k$ can be perfectly simulated by a random value. Now, assume a probe placed on some $c_{i,j}^k$, where $u_{i,j}^k$ can not be computed, i.e., either $a_x^k \notin \mathcal{X}$ or $b_{i,j}^k \notin \mathcal{X}$. From Line 6 in Algorithm 2 follows that there is no probe placed on $s_{i,j}^k$, which is the only value sharing more than one random value with $c_{i,j}^k$. Hence, with the same argument as above, $t$ internal probes are required to remove all random behavior from $c_{i,j}^k$ but only $t - 1$ probes are left to the adversary. Therefore, $u_{i,j}^k$ is not observable and ignoring it during computation of $c_{i,j}^k$ does not change the distribution.

We conclude, that the simulator fully simulates $\mathcal{P}_\mathcal{X} \cup \mathcal{P}_\mathcal{O}$ which proves Theorem 3. □

Note, however, that this optimization does not change the security properties of the original circuit, as the cluster remains MO-SNI.
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Example assignments for Definition 15

Example assignments for Definition 17

Figure 3: Example assignments in different clusters, where nodes represent an HPC$_2$ gadget. Matching colors and fill patterns resemble gadgets belonging to the same cluster. The graphs represent the simplified computation tree (here equal to the computation tree) where all edges are represented unshared.

4 Randomness Reduction in HPC$_2$ Composition

As the second notion of composition, we consider PINI. Again, we first discuss how gadgets can be clustered in the context of PINI, i.e., within designs composed from HPC$_2$ gadgets [CGLS21], before we show how to reuse randomness within such clusters.

4.1 Clustering HPC$_2$ Gadgets.

In contrast to SNI, the essential property of PINI is the isolation of leakage within share domains, i.e., one probe can only cause the leakage of values within one share domain. As this must also hold for cross-gadget leakage caused by shared randomness, gadgets within one cluster are now allowed to have dependent inputs, effectively removing the requirement of Property (1). At the same time, a probe propagating through the design, using different paths but reaching the same gadget output, always results in only one probed output share, i.e., at the share index, the actual probe was placed. Hence, Property (4) is obsolete in the context of PINI. This results in the following formal definition:

Definition 15 (Clustering of HPC$_2$ Gadgets). Let $\mathcal{T} = (\mathcal{V}, \mathcal{E})$ be a simplified computation tree of vertices $\mathcal{V} = \{G^0, G^1, ..., G^{n-1}\}$ and edges $\mathcal{E} = \{E^i_j, i \in \mathcal{V}, j \in \mathcal{V}, \ell \leq t\}$. A cluster of HPC$_2$ gadgets is a set $C \subseteq \mathcal{V}$ such that:

$$\forall \{G^i, G^j\} \in C^2, i \neq j | \not\exists \tilde{P}^{G^i, G^j}$$

$$\forall \{G^i, G^j\} \in C^2, i \neq j | \not\exists G \in \mathcal{V} : \exists \tilde{P}^{G^j, G} \wedge \exists \tilde{P}^{G^i, G}$$

As in Definition 11, Property (2) ensures that gadgets within one cluster are independent of each other, while Property (3) guarantees that one probe cannot propagate to multiple probes at the outputs of the cluster.

We emphasize that PINI does not enforce a refreshing layer rendering the gadget output independent of the input and, hence, due to Property (3), PINI gadgets from the same path in the computation tree cannot be clustered together. The clustering can still be done based on a simplified computation tree, however, a PINI gadget does not split a path on its own.

Again, such a cluster can have at most $t$ (propagated-)probes at outputs of the cluster, meaning that the cluster requires to be R-PINI only, instead of PINI, for probing security.
Theorem 4. Let $T = (V, E)$ be a simplified computation tree with gadgets in $V$ that are $t$-PINI and let $C$ be a cluster according to Definition 15. Further, let $P$ be a set of probes on $V$ and $E$, with $|P| \leq t$. Then there are at most $t$ probes at output shares of $C$ including probe propagation and glitch extension of probes.

The corresponding proof follows the same line of arguments as the proof of Theorem 1 with only straight-forward changes related to PINI. Hence, we omit the proof for brevity.

Randomness Distribution for HPC$_2$. The distribution of randomness within clusters of HPC$_2$ gadgets is a bit more complex than in the case of DOM. First, the same rule as for DOM is required, namely that no pair of random elements $\{r_i, r_j\}$ is used in more than one gadget. In addition, PINI requires that random elements always mask the same share indices, i.e., are used at the same position within all gadgets that use this random element. This ensures the isolation of share domains even for cross-gadget leakage. We provide illustrative examples of secure and insecure randomness reuse for HPC$_2$ clusters in Figure 4 (first row) and define the property more formally as follows:

Definition 16 (R-PINI-Randomness Assignment). Given a cluster $C$ as defined in Definition 15, for all HPC$_2$ gadgets $G^k \in C$, random elements can be assigned arbitrarily to $G^k$ as long as the following conditions hold:

$$\forall k, \forall \{r_i, r_j\} \in \mathcal{R}^k | \exists k' \neq k: \{r_i, r_j\} \in \mathcal{R}^{k'}$$

$$\forall \{k, i, x\}: r_i^k = r_x \land \exists [k', j], k' \neq k, j \neq i: r_j^{k'} = r_x,$$

where $r_x$ is the $x$'th randomness element overall, $r_i^k$ is the $i$'th random element assigned to gadget $G^k$, and $\mathcal{R}^k$ is the set of random elements assigned to the gadget $G^k$.

Here, Property (5) is already used in Definition 12 and ensures that no two gadgets share more than one random element. In contrast, Property (8) is PINI specific, restricting the position of reused randomness within each gadget. More precisely, a random bit can only be reused to blind identical share domains. This ensures that cross-gadget leakage also adheres to the PINI definition.
Algorithm 3: A single cluster, containing \( n \) HPC\(_2\) gadgets, with reduced randomness (equal to Figure 5 in [CGLS21] for \( n = 1 \)).

function clusterHPC\(_2\)((a^0, b^0), \ldots, (a^{n-1}, b^{n-1})):

Require: \( t \geq 2 \)

Require: \( a^k, b^k \in \mathbb{F}_2^{t+1} \) such that \( a^k : (a^0_k, \ldots, a^n_k), b^k : (b^0_k, \ldots, b^n_k) \) with \( \sum_j a^k_j = a^k \) and \( \sum_j b^k_j = b^k \)

// Initialize randomness
for \( k = 0 \) to \( n - 1 \) do

\( R^k = \langle r^k_0, \ldots, r^k_m \rangle \leftarrow \text{Distribution according to Definition 16} \)

\( q \leftarrow 0 \)

for \( i = 0 \) to \( t \) do

for \( j = i + 1 \) to \( t \) do

\( r^k_{i,j} \leftarrow r^k_i \)

\( q \leftarrow q + 1 \)

// Compute HPC\(_2\) gadgets
for \( k = 0 \) to \( n - 1 \) do

for \( i = 0 \) to \( t \) do

\( w^k_i \leftarrow a^k_i \cdot \text{Reg}[b^k_i] \)

for \( j = 0 \) to \( t, j \neq i \) do

\( u^k_{i,j} \leftarrow (a^k_i + 1) \cdot \text{Reg}[r^k_{i,j}] \)

\( v^k_{i,j} \leftarrow b^k_{i,j} + r^k_{i,j} \)

\( z^k_{i,j} \leftarrow a^k_i \cdot \text{Reg}[v^k_{i,j}] \)

Ensure: \( c^k : (c^0_k, \ldots, c^t_k) \in \mathbb{F}_2^{t+1} \) such that \( \sum_j c^k_j = a^k \cdot b^k, \forall k \)

return \( c^0, \ldots, c^{n-1} \)

Security Proof. We now prove that this rule ensures \( t\)-R-PINI for a cluster of HPC\(_2\) gadgets, of which a description is given in Algorithm 3.

Theorem 5. \( \text{clusterHPC}_2 \) as defined in Algorithm 3 is \( t\)-R-PINI secure in the glitch-robust model.

Our proof follows closely the argumentation of Cassiers et al. for a single HPC\(_2\) gadget [CGLS21].

Proof. Let us denote a set of internal probes \( \mathcal{P}_I \) and a set of output probes \( \mathcal{P}_O \), such that \( \mathcal{P}_I \cup \mathcal{P}_O \leq t \). Without loss of generality, we restrict the probes to only capture \( c^k_i, w^k_i, v^k_{i,j}, u^k_{i,j}, \) and \( z^k_{i,j} \) as other extended probes are less powerful, due to glitch extension. In Algorithm 4, we give an algorithm that, given the set of probes \( \mathcal{P}_I \cup \mathcal{P}_O \), returns a set of input shares \( \mathcal{X} \) required to simulate the probes for the gadget defined in Algorithm 3. In particular, Algorithm 4 returns all inputs such that all required intermediate values can be computed exactly as in Algorithm 3, except for some \( v^k_{i,j} \). We first show that, for all possible probe placements, Algorithm 4 adds at most one share index per probe to \( \mathcal{X} \), where the share indices of probes capturing an output are always in \( \mathcal{X} \). Afterwards, we show that the inputs in \( \mathcal{X} \) enable a simulation of the probes \( \mathcal{P}_I \cup \mathcal{P}_O \), as required for R-PINI.

From the construction of Algorithm 4 it is obvious that all probes that do not capture an output \( c^k_i \) add at most one share index to \( \mathcal{X} \). If all probes in \( \mathcal{P}_O \) capture different share indices then only Line 6 in Algorithm 4 is activated, which adds the respective share index.
Algorithm 4: Input-share chooser for the simulator of clusterHPC\textsubscript{2}.
(equal to the description in the proof for Proposition 4 in [CGLS21] for $n = 1$.)

\begin{algorithm}
\begin{algorithmic}[1]
\Function{ShareChooser\textsubscript{clusterHPC\textsubscript{2}}}{\mathcal{P}}
\State $\mathcal{X} \leftarrow \emptyset$
\For{$i = 0$ to $t$}
\For{$k = 0$ to $n - 1$}
\If{$w^k_i$ or $c^k_i$ is probed}
\State $\mathcal{X} \leftarrow \mathcal{X} \cup \{i\}$
\EndIf
\EndFor
\EndFor
\For{$j = 0$ to $t$, $j \neq i$}
\If{$w^k_{i,j}$, $c^k_{i,j}$, or $z^k_{i,j}$ is probed and $i \in \mathcal{X}$ or $j \in \mathcal{X}$}
\State $\mathcal{X} \leftarrow \mathcal{X} \cup \{i, j\}$
\EndIf
\ElseIf{$w^k_{i,j}$ or $z^k_{i,j}$ is probed}
\State $\mathcal{X} \leftarrow \mathcal{X} \cup \{i\}$
\EndElseIf
\ElseIf{$c^k_{i,j}$ is probed}
\State $\mathcal{X} \leftarrow \mathcal{X} \cup \{j\}$
\EndElseIf
\If{at least two probes on $c^k_i$, $c^k_j$ with $k' \neq k$ and $v^k_{i,j} = v^{k'}_{i,j}$}
\State $\mathcal{X} \leftarrow \mathcal{X} \cup \{j\}$
\EndIf
\EndIf
\EndIf
\EndFor
\EndFunction
\end{algorithmic}
\end{algorithm}

Now, assume there are multiple probes capturing outputs of the same share index $i$. From Property (5) it follows that each pair \{\(c^k_i, c^{k'}_i\), $k \neq k'$\} of such probes can have at most one random value in common and Property (8) guarantees that this random value is used to blind the same two share indices $i$ and $j$. Hence, all such probes will add the same share index $i$ to $\mathcal{X}$ (Line 6) and all but the first add at most one additional share index $j$ to $\mathcal{X}$ (Line 21). This also holds for combinations of probes capturing up to $t$ output shares, as this can always be reduced to multiple pairs of probes which add redundant share indices to $\mathcal{X}$. Therefore, Algorithm 4 adds at most one share index per probe, where, for each share index $i$ of an output captured by a probe, Line 6 guaranties that this is not true for standard PINI, where an entire output share index is probed at once and, hence, an attacker gets combination of output probes for free.

We now show that the share indices in $\mathcal{X}$ are sufficient to simulate the probes $\mathcal{P}_I \cup \mathcal{P}_O$. For this we compute all required intermediate values exactly as defined by the gadget (Algorithm 3) by replacing all values $v^k_{i,j}$, that cannot be computed by some fresh random value. Hence, all extended probes capturing $w^k_i$, $u^k_{i,j}$, and $v^k_{i,j}$ can be directly computed by construction of Algorithm 3, and probes capturing $c^k_i$, or $z^k_{i,j}$, where some share index $j \notin \mathcal{X}$ exists, are computed by replacing the corresponding intermediate value $v^k_{i,j}$ by fresh randomness.

This simulator results in the same output distribution for the probes $\mathcal{P}_I \cup \mathcal{P}_O$ as a computation of the probes with Algorithm 3, for the following reason: All values are computed exactly the same for both, the simulator and Algorithm 3, except for some $v^k_{i,j}$ which are replaced by fresh random values. Let us assume we replace some $v^k_{i,j}$ with randomness, then it holds that either $i \notin \mathcal{X}$ or $j \notin \mathcal{X}$ and a value depending on $v^k_{i,j}$ is probed (\(v^k_{i,j}, z^k_{i,j}, \text{ or } c^k_i\)).

If a probe is placed directly on $v^k_{i,j}$ then $j \in \mathcal{X}$, according to Algorithm 4, which means $i \notin \mathcal{X}$. Therefore, there cannot be any other probe placed on some $u^k_{i,j}$, $u^{k'}_{i,j}$, $v^k_{i,j}$, $v^{k'}_{i,j}$, $z^k_{i,j}$, $c^k_{i,j}$, or $c^{k'}_j$ for all $k'$. However, from Property (8) and Algorithm 3 it follows that those are the only values that can dependent on the random value $r^k_{i,j}$, which means $r^k_{i,j}$ is only observable through $v^k_{i,j}$ and replacing $v^k_{i,j}$ with fresh randomness does not change the
output distribution.

Otherwise, if a probe is placed on \( z_{i,j}^k \) or \( c_i^k \) then \( i \in X \), according to Algorithm 4, which means \( j \notin X \). Therefore, there cannot be any other probe placed on some \( u_{j,i}^{k'}, v_{i,j}^{k'}, z_{j,i}^{k'}, \) or \( c_j^{k'} \) for all \( k' \). Similar, there is at most one probe placed on \( u_{i,j}^{k'}, v_{i,j}^{k'}, z_{i,j}^{k'}, \) or \( c_i^{k'} \) with \( r_{i,j}^k = v_{i,j}^{k'} \) for all \( k' \). Again, those are all possible values dependent on \( r_{i,j}^k \) and, hence, there is exactly one probe placed on a value depending on \( r_{i,j}^k \), which is either \( z_{i,j}^k \) or \( c_i^k \).

Case I: Assuming there is a probe placed on \( z_{i,j}^k \), the corresponding extended probe is \( \{a_i^k, v_{i,j}^k, z_{i,j}^k\} \), which contains the only values through which \( r_{i,j}^k \) can be observed (with the argumentation from above). Therefore, replacing \( v_{i,j}^k \) with fresh randomness does not change the output distribution.

Case II: Assuming there is a probe placed on \( c_i^k \), the only observations depending on \( r_{i,j}^k \) can be made via the extended probe of \( c_i^k \) (with the same argumentation as above), in particular, through the values \( v_{i,j}^k \) or \( z_{i,j}^k \). If \( a_i^k = 0 \), then it holds that \( z_{i,j}^k = a_i^k \cdot v_{i,j}^k = 0 \) independent of \( v_{i,j}^k \), which means replacing \( v_{i,j}^k \) with fresh randomness is not observable. Otherwise, if \( a_i^k = 1 \), it holds that \( u_{i,j}^k = (a_i^k + 1) \cdot r_{i,j}^k = 0 \) independent of \( r_{i,j}^k \), which means \( v_{i,j}^k \) is only observable through \( v_{i,j}^k \) and, thus, replacing this value by fresh randomness does not change the output distribution.

Therefore, replacing some \( v_{i,j}^k \) with a random value does not change the output distribution of the probes \( P_x \cup P_y \) and, hence, the simulator is able to fully simulate Algorithm 3 with share indices in \( X \), which proves Theorem 5.

We emphasize that the resulting cluster is R-PINI which requires special care when composing gadgets belonging to different clusters. As in the case of RMO-SNI, we envision the usage during optimization of an already-secure design, where the clusters can be selected such that the required composition properties hold (given in Definition 15). This transformation leads to an overall design that is at most R-PINI, and in contrast to RMO-SNI, there is no natural way within the context of PINI to recover the PINI properties.

### 4.2 Relaxed Clustering

The rules for clustering defined in Definition 15 are quite restrictive, especially as PINI gadgets do not split any path in the simplified computation tree. Hence, even when the defined clustering allows a high level of randomness reuse within a cluster, for most designs only small clusters can be created. This effect is even stronger than for SNI. In addition, we have a weakening of the resulting notion of composition. Unfortunately, as PINI does not stop probe propagation from outside a gadget to the inside, the clustering cannot be relaxed in the same manner for PINI-only gadgets as described in Section 3.2 for SNI. The reason is that some gadget-unique randomness cannot hide the reusable randomness completely at the outputs.

In the case of HPC 2 gadgets, this can be fixed by adding a register layer at the output, effectively making the gadget SNI as well. More precisely, we add some \( d_i^k \) \( \leftarrow \text{Reg}(c_i^k) \) to the algorithm (as Line 18), which is then considered the output share \( i \) of the \( k \)’th gadget. We call this gadget version HPC 2 .

The resulting rules for clustering and randomness reuse are similar to Definition 13 and Definition 14 but integrate the considerations made so far for HPC 2 . As the resulting gadget is SNI, the corresponding path is split in the simplified computation tree, and the resulting clusters are both MO-SNI and PINI, however, at the cost of additional area and latency. More formally, we can define the relaxed clustering of HPC 2 gadgets as follows:
Definition 17 (Relaxed Clustering of HPC+ Gadgets). Let $T = (\mathcal{V}, \mathcal{E})$ be a simplified computation tree of vertices $\mathcal{V} = \{G^0, G^1, \ldots, G^{n-1}\}$ and edges $\mathcal{E} = \{E^i_j \mid i \in \mathcal{V}, j \in \mathcal{V}, \ell \leq t\}$. A cluster of HPC+ gadgets is a set $\mathcal{C} \subseteq \mathcal{V}$ such that:

$$\forall \{G^i, G^j\} \in \mathcal{C}^2 \mid \exists \hat{R}^{G^i, G^j}.$$  \hfill (2)

Hence, only Property (2), which ensures independence of the gadgets within a cluster, is required, and all other clustering properties can be dropped. For such a clustering, we can utilize the same randomness assignment as given in Definition 14, where we additionally ensure that randomness is only reused at the same position within different gadgets, i.e., Property (8).

Definition 18 (PINI-SNI-Randomness Assignment). Given a cluster $\mathcal{C}$ as defined in Definition 17, for HPC+ gadgets $G^k \in \mathcal{C}$ random elements can be assigned arbitrarily to $G^k$ as long as the following conditions hold:

$$\forall k, \forall \{r_i, r_j\} \in R^k \mid \exists k' \neq k : \{r_i, r_j\} \in R^{k'}$$  \hfill (5)

$$\forall k, \forall r_i \in R^k \mid \exists k' \neq k : r_i \in R^{k'} \lor r_i \in R^{k'}$$  \hfill (6)

$$\exists i, \forall j \neq i \mid r_{i,j} \in \hat{R}^k$$  \hfill (7)

$$\forall \{k, i, x\} : r_k^i = r_x \mid \exists \{k', j\}, k' \neq k, j \neq i \mid r_{k'}^j = r_x,$$  \hfill (8)

where $r_i$ is the $i$th random element overall, $r_{i,j}$ is a random element hiding share indices $i$ and $j$, $\hat{R}^k$ is the set of unique randomness used for the gadget $G^k$, and $R^k$ is the set of randomness used for the gadget $G^k$ that is potentially reused by other gadgets.

Using Definition 17 and Definition 18 together with the HPC+ gadget we now prove PINI for the corresponding cluster.

Theorem 6. clusterHPC+ as defined in Algorithm 3, where Definition 18 is used as a replacement for Definition 16 in Line 3 and an output register $(d_k^i \leftarrow \text{Reg}[v_{i,j}^k])$ is added, is t-PINI secure in the glitch-robust model.

Proof. Assume the same simulator as used in the proof of Theorem 5, where we extend Algorithm 4 such that $X \leftarrow X \cup \{i\}$ when there is a probe placed on $d_k^i$. In particular, the simulator computes all values exactly as specified in Algorithm 3, except for some $v_{i,j}^k$ and the extension of $d_k^i$. Without loss of generality, we assume the first $t - 1$ random values assigned to each gadget are unique to this gadget, resulting in the output share index 0 being only masked with unique randomness while all other output shares being masked with exactly one unique random value.

As before, we restrict our analysis to probes placed on $w_k^i, v_{i,j}^k, v_{i,j}^k, z_{i,j}^k, c_i^k$, as other probes only provide a subset of information. In addition, an attacker can probe an output share index $i$, which reveals the set $\{d_k^{k'} \mid \forall k'\}$. Again, we need to show that the above defined simulator results in the same output distribution for the probes $P_X \cup P_C$ as the computation of the probes with Algorithm 3 extended by the computation of $d_k^i$. The only values computed differently in the simulator and Algorithm 3 are some $v_{i,j}^k$.

Recall, that if some $v_{i,j}^k$ is replaced by randomness, then either $i \notin X$ or $j \notin X$. For $j \notin X$, the only probes that can depend on $v_{i,j}^k$ are a probe placed on $v_{i,j}^k$ (see proof of Theorem 5) and/or a probe placed on the output share index $j$. Otherwise, if $i \in X$, there is exactly one probe placed on either $z_{i,j}^k$ or $c_i^k$ (see proof of Theorem 5) and/or a probe placed on the output share index $i$.

Case I. Assume exactly one probe is placed on either $v_{i,j}^k, z_{i,j}^k, c_i^k$ and no probe is placed on the output share indices $i$ and $j$. Then the output distribution of the simulator and the gadget are equal following same argument as in the proof of Theorem 5.
Case II. Assume there is no probe on $v^k_{i,j}$, $z^k_{i,j}$, or $c^k_i$, but a probe placed on the outputs share index $i$. Each $d^k_i$ is masked by at least one random value unique to the $k'$-th gadget. Removing the masking with a random value, which is unique to the gadget, requires either one internal probe (e.g., the randomness itself) or a probe on the output share index 0. Each $d^k_i$ has $t$ random values unique to the $k'$-th gadget and removing those masks requires either one internal probe (e.g., $c^k_{0,i}$), or probes placed on all output share indices (which would require $t+1$ probes). Hence, removing the random behavior introduced by a random value unique to a gadget requires at least one internal probe. In addition, each $d^k_i$ is masked by up to $t-1$ random values that are also used by other gadgets. Property (5) ensures that the only value having more than one random value in common with $d^k_i$ is $c^k_{i}$ (which is not probed). Therefore, removing one random value, shared with other gadgets, requires either some internal probe (e.g., the randomness itself) or some output share, which itself is masked by some gadget-unique randomness that requires at least one internal probe do be removed. The output distribution only changes if the randomness $r^k_{i,j}$ is observable through more than one output share (otherwise it is only observable through $v^k_{i,j}$). Removing all random behavior, except $r^k_{i,j}$, from one output share, requires at least $t-1$ internal probes, which means an adversary has no probes left to remove the gadget-unique randomness of some other output share. Therefore, the output distribution equals the one corresponding to the gadget.

Case III. Assume a probe is placed on $v^k_{i,j}$ and on the output share index $j$. Then $d^k_i$ does not reveal new information and any output share $d^k_{j'}$ with $r^k_{i,j} = r^k_{j',i}, k' \neq k$ is masked by $t-1$ other random values and removing them requires $t-1$ internal probes (with the same argument as above). As only $t-2$ probes are left to the adversary, $r^k_{i,j}$ is only observable through $v^k_{i,j}$, and replacing $v^k_{i,j}$ with randomness does not change the output distribution.

Case IV. There is exactly one probe placed on either $z^k_{i,j}$ or $c^k_i$ and the output share index $i$ is probed. This case is similar to the last case, in that the output $d^k_i$ does not reveal any additional information and all other outputs shares are masked with $t-1$ other random values and removing those requires $t-1$ probes (with the same argument as above). Again the adversary has only $t-2$ probes left, which means $r^k_{i,j}$ is only observable through $v^k_{i,j}$ and, hence, the output distribution is not changed by the simulator.

We conclude, that there exists a simulator for the probes $P_I \cup P_O$ which proves Theorem 6.

This optimization does not change the security property of the original circuit, as the cluster remains PINI. However, the latency and area impact is higher than using HPFG gadgets.

4.3 Double SNI Gadgets

Of course, our optimization techniques can also be used for DoubleSNI [CS20], i.e., PINI gadgets composed from an SNI refresh and an SNI multiplication gadget. As ultimately this is a composition of SNI gadgets, the proceeding follows the methods outlined in Section 3, where the resulting circuit is only PINI if the relaxed clustering with gadget-unique randomness is used (Section 3.2).

When using the DOM multiplication gadget and the corresponding refresh gadget, used in Section 3, PINI security follows directly from the proof of clusterDOM (given in Section 3) and the proof of DoubleSNI (given in [CS20]).
To analyze the practical impact of the proposed randomness optimization, we implemented a software tool based on the compiler framework MLIR \cite{LAB+21}. For this, we created an Intermediate Representation (IR) dialect, called SecFIR, which is closely related to the FIRRTL \cite{IKL+17} dialect of MLIR. Eventually, our tool\footnote{Available at https://github.com/Chair-for-Security-Engineering/SAIREDA} allows transforming an insecure gate-level design into a side-channel-secure one with optimized randomness reuse.

### Tool Flow
The general tool structure is shown in Figure 5, where all passes can be enabled and controlled by command-line arguments. Following a pass-based structure and using a dedicated IR results in a flexible tool that is well equipped for further extensions and integration into modern EDA tools. As a first step, and as part of the frontend, a parser reads a design in FIRRTL and translates it to our internal IR (SecFIR). A FIRRTL design can be generated from Chisel using a dedicated compiler \cite{IKL+17} or from Verilog utilizing Yosis \cite{yos}. Please note, we currently support designs consisting of a single module with registers and Boolean operators, i.e., a gate-level netlist. Afterward, as a second step within the frontend, multiple passes are applied sequentially to prepare the design for masking and optimization. This includes a transformation of combinational logic to an XOR-AND Graph (XAG), i.e., a logic only consisting of XOR, AND, and NOT gates. At its core, our tool consists of three passes performing the actual masking and randomness optimization before a backend pass outputs a protected design in Verilog.

#### 5.1 Gadget Placing
The first pass identifies positions within the design where side-channel secure gadgets need to be placed. Precisely, nonlinear AND gates are replaced by masked gadgets and refreshing gadgets are inserted where necessary, while linear gates (i.e., XOR and NOT) remain unaffected. As discussed before, we either support DOM \cite{CGLS21} (cf. Section 3) or HPC\textsubscript{2} gadgets \cite{CGLS21} (cf. Section 4), targeting different notions of composition and impacting the performance and properties of the resulting design.

**Probing Security.** When composing for probing security as the final security notion, we replace all AND gates with DOM multiplication gadgets. Then additional DOM refresh gadgets are added where required according to the tightPROVE algorithm \cite{BGR18}.

**Strong Non-Interference.** For SNI, we again replace all AND gates with DOM multiplication gadgets. However, afterward, we insert DOM refresh gadgets for all gates with fan-out larger than one, namely one refresh gadget for all but one fan-out. This ensures that the design is NI, as shown by Barthe et al. \cite{BBDB16} (share-wise implementations of XOR and NOT are NI). To ensure SNI, Barthe et al. add an SNI refresh layer on either the input or the output of the considered circuit. As we know the internal structure of the design, we can do this in a slightly optimized fashion by ensuring that there is no path...
from an input to an output in the simplified computation tree. This can be ensured by inserting one SNI refresh gadget when necessary, i.e., only on paths where no SNI gadget already exists. This is sufficient to remove the dependency between input and output and, hence, to ensure SNI.

**Probe Isolating Non-Interference.** Lastly, our tool supports two different methods to achieve PINI-secure designs. The first method replaces all AND gates with DoubleSNI gadgets, i.e., an DOM refresh gadget followed by an DOM multiplication gadget [CS20]. For the second method, the tool replaces all AND gates with HPC2 gadgets. PINI is invariant under composition [CS20]. Hence, since DoubleSNI and HPC2 gadgets offer composability under the notion of PINI and the trivial, i.e., share-wise, implementations of linear functions (XOR and NOT) offer the same, the resulting composed circuits are PINI-secure designs as well.

### 5.2 Randomness Optimization

The second pass optimizes the use of randomness across gadgets. For this, we first determine appropriate clusters of gadgets and then optimize the randomness usage within each such cluster, as outlined in Section 3 and Section 4. Note, that the gadgets we use all have the same initial requirement of randomness, namely \( m = \frac{t(t+1)}{2} \) random elements per gadget.

#### 5.2.1 Clustering Gadgets

Naturally, the algorithm assigning gadgets to different clusters impacts the overall result of the optimization pass. Intuitively, larger clusters allow more sharing of randomness and, hence, provide more efficient solutions (more details are given in Section 6). It is, therefore, desirable to include as many gadgets as possible in one cluster, which in itself is a non-trivial optimization problem, that is highly dependent on the design structure. For example, a clear hierarchical design, with many parallel paths in the simplified computation tree, allows for larger clusters than a design structure with strong interdependencies between gadgets. Moreover, when considering the combination of differently-sized clusters, it is not clear that optimizing each cluster yields a global optimum. Sometimes, creating multiple medium-sized clusters instead of a single large and plenty of small clusters may result in a better solution. Hence, given these constraints, the complexity of the original optimization problem increases.

Our implementation is rooted in the simple but heuristic approach of going through the gadgets one by one (in order of the design specification) and assigning them to the first suitable cluster. If no such cluster exists, the algorithm creates a new one. For this, we determine gadgets that obey the clustering rules outlined before, leveraging a simple information flow analysis. Here, SNI gadgets stop the backtracking through the computation tree, while for all other gates (including PINI gadgets), the search continues with all inputs or outputs, in accordance with the simplified computation tree.

#### 5.2.2 Randomness Assignment

After achieving clustering, finding efficient randomness assignments within a single cluster of gadgets poses an additional optimization problem. For this, we present three different optimization algorithms: (i) a heuristic algorithm for DOM gadgets, (ii) a heuristic algorithm for HPC2 gadgets, and (iii) a Satisfiability Modulo Theories (SMT) solver based algorithm for DOM gadgets. Further, in cases where gadgets require some unique randomness (i.e., in case of relaxed clustering), we first assign those unique random values and then run the assignment algorithms for the remaining fresh randomness only.
Algorithm 5: Heuristic randomness-assignment algorithm for DOM gadgets.

function HeuristicDOM(\(C\)):

Require: \(n = |C| \geq 2\)

\(\hat{m} \leftarrow m = \frac{n(n+1)}{2}\)

\(R^0 \leftarrow \langle r_0, \ldots, r_{m-1} \rangle\)

for \(k = 1\) to \(n - 1\) do

for \(i = 0\) to \(\hat{m}\) do

\(R^k \leftarrow r_i\)

for \(j = i + 1\) to \(\hat{m}\) do

if \(\{R^0, \ldots, R^{k-1}, R^k \cup r_j\}\) fulfills Property (5) then

store state of algorithm

\(R^k \leftarrow R^k \cup r_j\)

if \(|R^k| = m\) then

continue with next gadget (Line 4)

if \(j = \hat{m} - 1\) then

return to last stored state in algorithm (Line 9)

if \(i = \hat{m} - 1\) then

\(\hat{m} \leftarrow \hat{m} + 1\)

start again with same gadget (Line 5)

end if

end if

end if

end for

end for

end for

return \(\{R^0, \ldots, R^{n-1}\}\)

Heuristic DOM Algorithm. The first algorithm is outlined in Algorithm 5 and finds a randomness assignment following the rules from Definition 14, i.e., a distribution where no two gadgets share more than one random element. Here, we first initialize the number of available random elements \(\hat{m}\), the number of randomness each gadget requires, and assign the first \(m\) random elements to the first gadget. Afterward, we iteratively search for an assignment \(R^k\), that together with the already found assignments, does not violate Definition 14. If no such assignment can be found, the number of available random elements \(\hat{m}\) is incremented.

Heuristic HPC\(_2\) Algorithm. The second algorithm has the same working principle as the first. However, in order to follow the rules from Definition 18, it is necessary to keep track of the cross domains at which a random element is used. Hence, when searching for a new random element at position \(i\), i.e., for a certain cross-domain of a gadget, the algorithm only needs to search in the set of random elements already used at position \(i\). This reduces the search space, which in turn makes the search more efficient. If no valid assignment for position \(i\) exists, the algorithm assigns a random element to this position that is not already part of any previous assignments.

SMT-based DOM Algorithm. The last algorithm uses the SMT solver Z3 [dMB08] and returns either a valid assignment of \(\hat{m}\) random elements for \(n\) gadgets, or false if no such assignment exits. We encode the rule of Definition 14 with two sets of Boolean variables, where \(u_{k,i} = 1\) indicates that the random element \(r_i\) is used in the gadget \(G^k\), and \(s_{k,k',i} = 1\) indicates that the gadgets \(G^k\) and \(G^{k'}\) share the random element \(r_i\), for \(0 \leq k, k' < n\) and \(0 \leq i < \hat{m}\). Further, we use three constraints to ensure that each gadget has \(m\) random elements assigned (Equation (9)), and each pair of gadgets only shares at
most one random element (Equation (10) and Equation (11)).

\[ 0 \leq k < n : \sum_{i=0}^{n-1} u_{k,i} = m \] 

(9)

\[ 0 \leq k < k' < n : \sum_{i=0}^{n-1} s_{k,k',i} \leq 1 \] 

(10)

\[ \bigwedge_{k=0}^{n-1} \bigwedge_{k'=k+1}^{n-1} \bigwedge_{i=0}^{n-1} \left( u_{k,i} \land u_{k',i} \land s_{k,k',i} \right) \lor \left( \overline{u}_{k,i} \land \overline{u}_{k',i} \land \overline{s}_{k,k',i} \right) \] 

(11)

To solve the optimization problem this approach starts by requesting a solution with \( m \) random elements and increases the number of random elements until the solver returns a valid assignment. In theory, this algorithm returns an optimal solution, however, it may take a long time to find it. In order to make the application practicable, we set a timeout for the SMT solver of 5 minutes, after which it continues with a higher number of random elements. Hence it is not guaranteed that the found solution is optimal but well enough to serve as a baseline for comparison. We determined the timeout experimentally to keep the timing practical while still achieving good results.

5.3 Gadget Logic Insertion

Finally, the last pass replaces the gadget instructions with the actual logic of the corresponding gadget for a given security order \( t \). In addition, the transformation pass replaces all XOR gates with a share-wise XOR and all NOT gates with an inversion of the corresponding first share. Hence, the result is a masked design adhering to the specified order and security notion.

6 Evaluation

In the following, we first evaluate the general effectiveness of the outlined strategies for randomness reduction before considering concrete, real-world implementations of cryptographic designs.

6.1 Randomness-Distribution Algorithms

Given the randomness assignment rules for RMO-SNI and R-PINI, as defined in Definition 12 and Definition 16 respectively, there is no closed formula for the optimal number of required randomness. Instead, we compare the randomness requirements identified by the three algorithms described in Section 5.2.2 and the standard state-of-the-art assignment, as shown in Figure 6a (exemplarily for clusters of \( 3^{rd} \) order gadgets). While the standard assignment has a linear slope, the outlined optimization strategies only increase logarithmically, resulting in a significant reduction for larger clusters. However, dealing with randomness assignment within the relaxed clustering, we further notice that, even though the same algorithms are used for the random elements shared between gadgets, the number of gadget-unique randomness increases linearly with the number of gadgets, dominating the requirement. This results in a nearly-linear increase for the overall required randomness, as shown in Figure 6b (again, exemplarily for clusters of \( 3^{rd} \)-order gadgets). Hence, much larger clusters are required to have a comparable reduction to the strict clustering.

When comparing the three assignment algorithms for different cluster sizes, we notice that both algorithms for DOM gadgets provide similar results for the amount of randomness.
6.2 Real-World S-boxes

The results shown in Figure 6 indicate a clear reduction in the amount of fresh randomness for large clusters; however, up to now, it remains unclear to which extend clusters can be created in practical designs. Hence, to evaluate the impact of our randomness optimization for practical designs, we selected multiple cryptographic S-boxes commonly considered for side-channel secure implementations. Namely, we analyze S-boxes of PRESENT [BKL+07], Keccak [BDPvA11], PRINCE [BCG+12], and two variants of AES [Can05, BP12]. More precisely, we use implementations that are optimized for masking in the sense that each construction requires a minimal amount of cascaded multiplication gadgets [CGLS21, BP12].

Further, we consider the security orders $t = 2, 3, 4$ for each case study while applying the four strategies for gadget placing discussed in Section 5.1 for both the strict and relaxed
Table 2: Execution time for the three algorithms described in Section 5.2.2 running on a system with a 2.6 GHz CPU and 32 GB RAM. Values are given in milliseconds, seconds, and minutes for easier comprehension.

<table>
<thead>
<tr>
<th></th>
<th>2\textsuperscript{nd} Order</th>
<th>3\textsuperscript{rd} Order</th>
<th>4\textsuperscript{th} Order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 10</td>
<td>n = 15</td>
<td>n = 10</td>
</tr>
<tr>
<td>DOM SMT</td>
<td>10.515 m</td>
<td>30.541 m</td>
<td>106.759 m</td>
</tr>
<tr>
<td>DOM Heuristic</td>
<td>0.106 ms</td>
<td>0.153 ms</td>
<td>8.158 ms</td>
</tr>
<tr>
<td>HPC\textsubscript{2} Heuristic</td>
<td>0.106 ms</td>
<td>0.139 ms</td>
<td>0.910 ms</td>
</tr>
</tbody>
</table>

Table 3: Optimization opportunities for cryptographic S-boxes, using the strict and relaxed clustering methods with different gadget-placing strategies (Section 5.1). Here, \( t \) indicates the security order, and \( n \) the number of multiplication and refresh gadgets, while \( \text{Std} \) and \( \text{Opt} \) refer to without and with optimization, respectively, and \( \text{Red} \) gives the reduction of randomness in percent.

<table>
<thead>
<tr>
<th></th>
<th>Probing Security</th>
<th>SNI</th>
<th>PINI - DoubleSNI</th>
<th>PINI - HPC\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PRESENT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[CGLS\textsubscript{21}] strict*</td>
<td>2 4 12 11 8.3%</td>
<td>6 93 51 45.2%</td>
<td>8 24 17 29.2%</td>
<td>4 12 11 8.3%</td>
</tr>
<tr>
<td></td>
<td>3 4 24 22 4.2%</td>
<td>6 186 136 26.9%</td>
<td>8 48 41 14.6%</td>
<td>4 24 23 4.2%</td>
</tr>
<tr>
<td></td>
<td>4 4 40 39 2.5%</td>
<td>6 310 260 16.1%</td>
<td>8 80 73 8.8%</td>
<td>4 40 39 2.5%</td>
</tr>
<tr>
<td>[CGLS\textsubscript{21}] relaxed</td>
<td>2 4 12 10 16.7%</td>
<td>7 93 69 25.8%</td>
<td>8 24 18 25.0%</td>
<td>4 12 10 16.7%</td>
</tr>
<tr>
<td></td>
<td>3 4 24 22 8.3%</td>
<td>7 186 133 28.5%</td>
<td>8 48 36 25.0%</td>
<td>4 24 22 8.3%</td>
</tr>
<tr>
<td></td>
<td>4 4 40 38 5.0%</td>
<td>7 310 237 23.5%</td>
<td>8 80 68 15.0%</td>
<td>4 40 38 5.0%</td>
</tr>
<tr>
<td><strong>Kcuck</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[BDP\textsubscript{vA11}] strict*</td>
<td>2 5 15 11 26.7%</td>
<td>5 45 21 53.3%</td>
<td>10 30 14 53.3%</td>
<td>5 15 8 46.7%</td>
</tr>
<tr>
<td></td>
<td>3 5 30 26 13.3%</td>
<td>5 90 60 33.3%</td>
<td>10 60 40 33.3%</td>
<td>5 30 21 30.0%</td>
</tr>
<tr>
<td></td>
<td>4 5 50 46 8.0%</td>
<td>5 150 120 20.0%</td>
<td>10 100 80 20.0%</td>
<td>5 50 40 20.0%</td>
</tr>
<tr>
<td>[BDP\textsubscript{vA11}] relaxed</td>
<td>2 5 15 12 20.0%</td>
<td>5 45 33 26.7%</td>
<td>10 30 22 26.7%</td>
<td>5 15 11 26.7%</td>
</tr>
<tr>
<td></td>
<td>3 5 30 26 13.3%</td>
<td>5 90 66 26.7%</td>
<td>10 60 44 26.7%</td>
<td>5 30 23 23.3%</td>
</tr>
<tr>
<td></td>
<td>4 5 50 46 8.0%</td>
<td>5 150 120 20.0%</td>
<td>10 100 80 20.0%</td>
<td>5 50 41 18.0%</td>
</tr>
<tr>
<td><strong>PRINCE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[CGLS\textsubscript{21}] strict*</td>
<td>2 6 18 17 5.6%</td>
<td>8 108 48 55.6%</td>
<td>12 36 24 33.3%</td>
<td>6 18 18 0.0%</td>
</tr>
<tr>
<td></td>
<td>3 6 36 35 2.8%</td>
<td>8 216 132 38.9%</td>
<td>12 72 56 22.2%</td>
<td>6 36 36 0.0%</td>
</tr>
<tr>
<td></td>
<td>4 6 60 59 1.7%</td>
<td>8 360 272 24.4%</td>
<td>12 120 104 13.3%</td>
<td>6 60 60 0.0%</td>
</tr>
<tr>
<td>[CGLS\textsubscript{21}] relaxed</td>
<td>2 6 18 14 22.2%</td>
<td>10 108 78 27.8%</td>
<td>12 36 27 25.0%</td>
<td>6 18 14 22.2%</td>
</tr>
<tr>
<td></td>
<td>3 6 36 29 19.4%</td>
<td>10 216 151 30.1%</td>
<td>12 72 53 26.4%</td>
<td>6 36 29 19.4%</td>
</tr>
<tr>
<td></td>
<td>4 6 60 53 11.7%</td>
<td>10 360 260 27.8%</td>
<td>12 120 95 20.8%</td>
<td>6 60 53 11.7%</td>
</tr>
<tr>
<td><strong>AES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Can\textsubscript{05}] strict*</td>
<td>2 40 200 87 27.5%</td>
<td>29 492 114 76.8%</td>
<td>80 240 101 57.9%</td>
<td>40 120 116 3.3%</td>
</tr>
<tr>
<td></td>
<td>3 40 200 207 13.8%</td>
<td>29 984 284 71.1%</td>
<td>80 480 257 46.5%</td>
<td>40 240 236 1.7%</td>
</tr>
<tr>
<td></td>
<td>4 40 400 367 8.2%</td>
<td>29 1640 662 62.1%</td>
<td>80 800 516 35.5%</td>
<td>40 400 396 1.0%</td>
</tr>
<tr>
<td>[BP\textsubscript{12}] strict*</td>
<td>2 34 102 85 16.7%</td>
<td>28 486 123 74.7%</td>
<td>68 204 108 47.1%</td>
<td>34 102 95 6.9%</td>
</tr>
<tr>
<td></td>
<td>3 34 204 187 8.3%</td>
<td>28 972 303 68.8%</td>
<td>68 408 275 32.6%</td>
<td>34 204 197 3.4%</td>
</tr>
<tr>
<td></td>
<td>4 34 340 323 5.0%</td>
<td>28 1620 664 59.0%</td>
<td>68 680 531 21.9%</td>
<td>34 340 333 2.1%</td>
</tr>
<tr>
<td>[Can\textsubscript{05}] relaxed</td>
<td>2 40 120 90 25.0%</td>
<td>46 492 337 31.5%</td>
<td>80 240 167 30.4%</td>
<td>40 120 83 30.8%</td>
</tr>
<tr>
<td></td>
<td>3 40 240 180 25.0%</td>
<td>46 984 597 39.3%</td>
<td>80 480 309 35.6%</td>
<td>40 240 155 35.4%</td>
</tr>
<tr>
<td></td>
<td>4 40 400 322 19.5%</td>
<td>46 1640 913 44.3%</td>
<td>80 800 495 38.1%</td>
<td>40 400 246 38.5%</td>
</tr>
<tr>
<td>[BP\textsubscript{12}] relaxed</td>
<td>2 34 102 79 22.5%</td>
<td>42 486 333 31.5%</td>
<td>68 204 146 28.4%</td>
<td>34 102 72 29.4%</td>
</tr>
<tr>
<td></td>
<td>3 34 204 165 19.1%</td>
<td>42 972 589 39.4%</td>
<td>68 408 282 30.9%</td>
<td>34 204 141 30.9%</td>
</tr>
<tr>
<td></td>
<td>4 34 340 301 11.5%</td>
<td>42 1620 901 44.4%</td>
<td>68 680 481 29.3%</td>
<td>34 340 235 30.9%</td>
</tr>
</tbody>
</table>

*Design results in weaker composability notion (RMO-SNI or R-PINI).
clustering methods. The results are presented in Table 3.3

We first observe that for most of the designs, we achieve a significant reduction in the amount of required fresh randomness while implementations with high initial randomness requirements benefit the most. The only design where our method results in no optimization at all is the PRINCE S-box when selecting strict clustering and HPC2 gadgets, due to a design structure without any parallelism and, hence, no clusters following Definition 15. Contrary, the Keccak S-box has a mostly parallel structure, allowing significant reduction even with HPC2 gadgets. In terms of optimization opportunities, the SNI composition strategy performs best, with up to 76.8% for the 2nd-order AES implementation. This large reduction can be achieved due to the high number of available gadgets (SNI composition requires by far the highest number of gadgets) and the SNI-specific clustering rules (i.e., the independence property of inputs and outputs). However, even this gain cannot compensate for the high initial randomness demand and, hence, even when optimized, the randomness requirements remain larger than that of the probing secure and HPC2 standard variants. However, this also means that the composition of SNI gadgets initially contains the most (unnecessary) overhead in terms of randomness. The lowest randomness requirement is generally achieved by the relaxed clustering in combination with HPC2 (with additional output registers). This also achieves the strongest notion of composition, i.e., both SNI and PINI. However, the implementation achieving probing security without the need for additional registers is nearly as effective, but the final result does not adhere to any notion of composition. Nevertheless, this is a viable option for a cipher implementation where every component is only used once and where no feedback loops exist.

Besides, when comparing the strict and relaxed clustering methods, none of them consistently results in the lowest number of random elements. While the strict clustering method always outperforms the relaxed clustering in an SNI-composition or DoubleSNI implementation, the situation is nearly vise versa for probing security and implementations composed from HPC2. We also observe a decrease of optimization potential with increasing security order in the strict version, while the opportunities can also increase in the relaxed version. The reason for this is a fixed set of clusters across security orders, providing less randomness reuse opportunities without violating the requirement that each pair of gadgets is not allowed to share more than one random element. The relaxed clustering has the same requirement; however, with increasing security order, the number of reusable random elements increases proportionally to the set of gadget-unique elements.

6.3 Parallel S-box Structures

Hardware implementations often use parallel structures to trade area for performance. The same holds for cryptographic ciphers, where often multiple S-box instances are implemented in parallel. Such parallel structures are a natural fit for the optimization strategies presented in this work, and we, therefore, extend our analysis of the AES S-box [BP12] for various levels of parallelism4. In Figure 7, we show the proportion of the used randomness in the optimized case with respect to the unoptimized variant, i.e., where every gadget receives unique fresh randomness and where there is no cross-gadget randomness re-usage. For the strict clustering (Figures 7a to 7c), the optimization opportunities increase significantly with each additional parallel S-box instance. More precisely, the results indicate a logarithmic increase in the number of random elements that can be removed with each additional S-box instance. This means that adding only a few parallel structures can already result in huge gains. In contrast, the gain is much smaller for the relaxed clustering (Figures 7d to 7f).

3Excluding the area required for the generation of fresh randomness, our optimization has no impact on the required area or latency of the design, except for the relaxed clustering in combination with HPC2, where we require n·t additional registers compared to the usual HPC2 gadget composition.

4Parallel structures of smaller S-boxes result in a similar, but slightly less pronounced behavior as the analyzed AES S-box and we omit the corresponding data for brevity.
as a large portion of random elements are used uniquely by one gadget. Interestingly, the gain is nearly constant in the 2\textsuperscript{nd}-order case but improves with increasing security order due to the rise in the amount of reusable random values. This indicates that the (unnecessary) overhead caused by gadget composition in terms of randomness accumulates and impairs with increasing security order.

The difference between the strict and relaxed clustering methods is even more obvious when considering absolute numbers. In Figure 8, we show the randomness requirement per S-box when implementing multiple instances in parallel. For strict clustering (Figures 8a to 8d) the significant reduction from Figure 7 translates to numbers that match or surpass the randomness requirements of a standard 1\textsuperscript{st}-order implementation in some cases. For the relaxed clustering (Figures 8e to 8h), we observe a nearly constant requirement for 2\textsuperscript{nd}-order, and a logarithmic behavior for 3\textsuperscript{rd}- and 4\textsuperscript{th}-order security, which indicates that higher-order security converges to a randomness requirement higher than the 1\textsuperscript{st} order.

### 6.4 Full AES Cipher

Finally, we analyze a complete AES-128 implementation to evaluate the optimization opportunities over multiple rounds, including permutation layers. In Table 4, we show the number of required randomness for an unrolled AES implementation, where the S-box is implemented either using the version of Canright [Can05], or Boyar and Peralta [BP12]. For the implementation using the Canright S-box, the tight PROVE algorithm [BGR18] did not finish within 48 hours, after which we canceled the computation.

For the strict clustering in combination with 4\textsuperscript{th} order SNI composition, the randomness-assignment algorithm (Algorithm 5) did not finish within 7 days (most of the other configurations finished within minutes, others within hours). Hence, we introduced a
Figure 8: Randomness requirements per S-box (in average) when implementing multiple AES S-box instances in parallel. The first row shows the results corresponding to the strict clustering while the second row to the relaxed clustering. The data corresponding to 1st order is drawn from the standard randomness assignment and shown for comparison.

maximum cluster size of 1750 gadgets, leading to a randomness-assignment time of roughly 55 hours. This results in an optimization/time trade-off since larger clusters allow better optimization but require more time.

In general, we see that strict clustering works much better than relaxed clustering, except for compositions using HPC_2 gadgets. This is in contrast to the already discussed data from smaller designs, where the best clustering method was more dependent on the overall structure and used composition strategy. The reason is that while the randomness reduction opportunities increase with the cluster size, the number of required unique randomness increases with the number of gadgets. SNI gadgets remove dependencies in the simplified computation tree and, hence, a higher number of SNI gadgets generally results in larger clusters. However, even as the relaxed clustering results in larger clusters than the strict clustering, the difference is not large enough to compensate for the required unique randomness. The reverse is true when using HPC_2 gadgets since PINI does not remove any dependencies and, hence, more gadgets do not necessarily increase the cluster size. In fact, due to the permutation layer of AES, nearly all gadgets depend on all other gadgets, resulting in an average cluster size of 1.2 gadgets. In contrast, HPC_2 in combination with relaxed clustering can leverage the SNI property of HPC_2.

Interestingly, the Canright S-box, in combination with strict clustering and DoubleSNI gadgets, achieves the best result, highlighting the fact that the most efficient implementation, in terms of area and latency, is not necessarily best suited for optimizing randomness.
Table 4: Randomness requirements in number of bits for AES-128 (without key schedule) for different optimization strategies.

<table>
<thead>
<tr>
<th></th>
<th>Probing Security</th>
<th>SNI</th>
<th>PINI - DoubleSNI</th>
<th>PINI - HPC2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t</td>
<td>Std</td>
<td>Opt</td>
<td>Std</td>
</tr>
<tr>
<td>strict</td>
<td>[Can05]*</td>
<td>1</td>
<td>† N/A</td>
<td>31 712</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>†</td>
<td>95 136</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>† †</td>
<td>190 272</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>† †</td>
<td>3 171 120</td>
</tr>
<tr>
<td>[BP12]*</td>
<td>1</td>
<td>5 440</td>
<td>N/A</td>
<td>31 392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>16 320</td>
<td>94 176</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>32 640</td>
<td>188 352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>54 400</td>
<td>313 920</td>
</tr>
<tr>
<td>relaxed</td>
<td>[Can05]*</td>
<td>1</td>
<td>† N/A</td>
<td>31 712</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>†</td>
<td>95 136</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>† †</td>
<td>190 272</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>† †</td>
<td>3 171 120</td>
</tr>
<tr>
<td>[BP12]*</td>
<td>1</td>
<td>5 440</td>
<td>N/A</td>
<td>31 392</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>16 320</td>
<td>94 176</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>32 640</td>
<td>188 352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>54 400</td>
<td>313 920</td>
</tr>
</tbody>
</table>

*Referenced S-box is embedded in an unrolled AES-128; † tightPROVE did not finish in 48h. **Maximum cluster size restricted to 1750 gadgets.

The most efficient implementation, considering area or latency, results from the Boyar and Peralta S-box, in combination with the probing-secure composition or HPC2 gadgets, respectively. However, those implementations have a higher 1st-order randomness demand than the best-optimized 3rd-order implementation. The best optimization of the version using the Boyar and Peralta S-box is achieved by the combination of strict clustering with the composition achieving probing security via the tightPROVE algorithm for 2nd-order security and the SNI composition for 3rd- and 4th-order security.

6.5 Experimental Analysis

For the sake of completeness in assessing the security of our optimized construction, we further performed experimental analysis by conducting a leakage assessment on SCA traces measured from an FPGA prototype. To this end, and in order to be consistent with the state-of-the-art, we mainly followed the procedure explained by Knichel et al. [KMMS22]. More precisely, we implemented our designs on an SCA-evaluation toolkit board and measured the power consumption traces when the target design was fed with either fixed or random input (in both cases, masked inputs). Then, we analyzed the collected 100 million traces with fixed-versus-random t-tests in both univariate and multi-variate forms for first and higher orders.

As the setup, we used a SAKURA-X [HKSS12], where a Kintex-7 FPGA is embedded. The measurements of the power consumption traces were conducted with a digital oscilloscope at the sampling rate of 500 MS/s and an FPGA clocked at a frequency of 3 MHz. For this case study, we analyzed the 2nd-order design consisting of 16 parallel AES S-boxes with relaxed clustering in combination with HPC2 gadgets. This represents the entire SubBytes operation suitable for a round-based implementation of the AES encryption. The design requires 1092 fresh random bits and has a latency of 8 clock cycles. Hence, we again followed Knichel et al. [KMMS22] for an FPGA-friendly implementation.
of a 31-bit Linear Feedback Shift Register (LFSR) for each required fresh random bit, updated at every clock cycle. A sample power trace (covering the entire 8 clock cycles) and the result of t-tests are depicted in Figure 9. The results indeed confirm our claim, i.e., security up to 2nd order. More precisely, our optimization methods, re-using randomness between gadgets, do not degrade the security order. Note that for the univariate t-tests, we continued the analyses up to the 3rd-order. However, as 3rd-order leakage is already detected in the univariate t-test, we did omit the univariate analyzes for 3rd-order.

7 Related and Future Works

To the best of our knowledge, this is the first work elaborating global randomness optimization for side-channel-secure gadget compositions through cross-gadget randomness re-usage targeting hardware. Existing work analyses randomness reduction in software through different means as described below. We give a quantitative comparison based on
Table 5: Comparison of randomness requirements for AES-128 with different optimization techniques for software (S) and hardware (H) implementations.

<table>
<thead>
<tr>
<th>Bits of Randomness</th>
<th>( t = 1 )</th>
<th>( t = 2 )</th>
<th>( t = 3 )</th>
<th>( t = 4 )</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>[RP10]</td>
<td>7 680</td>
<td>23 040</td>
<td>46 080</td>
<td>76 800</td>
<td>S -</td>
</tr>
<tr>
<td>[Can05^*]</td>
<td>6 400</td>
<td>19 200</td>
<td>38 400</td>
<td>64 000</td>
<td>Tower field, PINI</td>
</tr>
<tr>
<td>[BP12^*]</td>
<td>5 440</td>
<td>16 320</td>
<td>32 640</td>
<td>54 400</td>
<td>Depth reduction, PINI</td>
</tr>
<tr>
<td>[BBP16]</td>
<td>7 680</td>
<td>20 480</td>
<td>40 960</td>
<td>64 000</td>
<td>Optimized gadgets</td>
</tr>
<tr>
<td>[BGR18]</td>
<td>5 440</td>
<td>16 320</td>
<td>32 640</td>
<td>54 400</td>
<td>S,H -</td>
</tr>
<tr>
<td>[WGS20]</td>
<td>3 456</td>
<td>9 088</td>
<td>16 896</td>
<td>26 880</td>
<td>[RP10] Multiple-operation gadgets</td>
</tr>
<tr>
<td>[FPS17]</td>
<td>16 3984</td>
<td>7 968</td>
<td>27 888</td>
<td>S [RP10]</td>
<td>[RP10] Randomness reuse</td>
</tr>
<tr>
<td>[This work]</td>
<td>N/A 2 329</td>
<td>5 822 12 483</td>
<td>S [RP10]</td>
<td>Optimized gadgets</td>
<td></td>
</tr>
<tr>
<td>[This work]</td>
<td>N/A 2 169</td>
<td>5 235 10 405</td>
<td>S [Can05]</td>
<td>[Can05] Randomness reuse</td>
<td></td>
</tr>
<tr>
<td>[CGZ20]</td>
<td>N/A 384</td>
<td>864 1 536</td>
<td>S [RP10]</td>
<td>[RP10] Randomness expansion</td>
<td></td>
</tr>
</tbody>
</table>

*Referenced S-box is masked using HPC\(_2\) gadgets and embedded in an unrolled AES-128.

an AES-128 implementation without key schedule in Table 5. As a baseline for comparison, we use the standard masked software implementation from Rivain and Prouff \[RP10\] and two unrolled hardware versions using the S-box implementations from Canright \[Can05\] and Boyar and Peralta \[BP12\], both with HPC\(_2\) gadgets \[CGLS21\] for side-channel security.

Gadget Reduction. In the first line of research, Belaïd et al. \[BGR18\] reduce the number of SNI-refresh gadgets required to achieve probing security. The proposed algorithm \texttt{tightPROVE} either verifies probing security or indicates positions within the circuit where SNI-refresh gadgets are required. We evaluated the combination of \texttt{tightPROVE} with our approach in Section 6. The introduction of PINI \[CS20\] can also be seen as a contribution in this direction, as it allows a trivial implementation of linear gadgets, removing the need for SNI-refresh gadgets entirely. PINI gadgets are used to derive the two baseline hardware implementations in Table 5.

Gadget Optimization. Gadgets themselves can be optimized with regard to randomness as well. Belaïd et al. \[BBP16\] analyze the theoretical minimum of required randomness for a \( t \)-order probing-secure multiplication gadget (\( t + 1 \) bit for \( t \geq 3 \), and \( t \) bit otherwise) and give concrete instances for \( t = 2, 3, 4 \). In addition, they provide a multiplication gadget for arbitrary order that requires \( \frac{t^2}{2} + t \) random bits when \( t \) is even and \( \frac{t^2 - 1}{4} + t \) random bits when \( t \) is odd, compared to \( \frac{t^2}{2} + \frac{t(t+1)}{2} \) random bits for the DOM gadget. However, their gadgets are only NI instead of SNI, and special care needs to be taken when composing them. Similarly, Cassiers and Standaert present a PINI gadget with a reduced randomness requirement for higher-order masking \[CS19\]. Their gadget requires \( \lceil t^2/2 \rceil + 2t + 1 \) bits of randomness instead of \( \frac{t^2}{2} + \frac{t(t+1)}{2} \) bits for HPC\(_2\), which is beneficial for \( t \geq 7 \). We omit this work in Table 5 as it is not beneficial for the compared security orders. Wang et al. \[WGS20\] construct gadgets that perform multiple multiplications in parallel and thus are able to optimize the gadget even further based on randomized linear codes. For \( n \) parallel multiplications their scheme requires \( 2n^2 + \frac{n(n+1)}{2} \) random bits, however, the resulting gadget supports a weaker composability notion than MO-SNI (similar but not equivalent to RMO-SNI). Currently, there exists no glitch-robust version of those randomness-reduced gadgets, and, hence, the cost in terms of area and latency is yet unknown.

We expect our approach to also apply to gadgets with reduced randomness requirements but leave a thorough analysis for future work.
Global Randomness Reuse. The work most similar to ours was provided by Faust et al. [FPS17], in which they also reuse randomness in different gadgets. For this, they introduce a new compositability notion (Secure with Common Randomness (SCR)), where randomness can be shared entirely between gadgets (or blocks of gadgets), however, requiring independent inputs and only achieving NI. Hence, additional refreshing is required. To fulfill SCR, they construct a new multiplication gadget based on non-completeness. The resulting $t$-order gadget requires $\left\lfloor \frac{t}{2} \right\rfloor^2 + \left\lfloor \frac{t}{2} \right\rfloor + 1$ shares for $t > 3$ and $t + 1$ shares otherwise. In addition, $\frac{t^2}{2} + n$ random elements are required. Again, there exists no glitch-robust version yet, and, hence, the cost in terms of area and latency is unknown. In contrast, we rely on the widely used DOM and HPC$_2$ gadgets without additional refreshing, however, also introduce more complex rules.

In addition, and in contrast to our work, they also analyzed the special case of $t = 1$ and provided a scheme for $1^{st}$-order security of arbitrary circuits with only two random elements. For this, all gadgets need to be adapted, including linear ones. Please note, that their AES implementation is based on $\mathbb{F}_{2^8}$, resulting in 16 bits of randomness. In theory, an implementation based on $\mathbb{F}_2$ could achieve $1^{st}$-order security with only 2 bits of randomness.

Randomness Expansion. All the above methods (including ours) focus on reducing the number of random elements used to refresh the intermediate values of the computation. Ishai et al. [IKL+13] added an entirely different layer to the analysis by including the quality of randomness, stating that not all required randomness needs to be true randomness. By introducing a locality parameter $\ell$, which indicates the maximum number of random elements any wire depends on, they observe that security is given if all subsets of $\ell \cdot t$ random elements are uniformly and independently distributed. Hence, the quality of the randomness can be reduced to $(\ell \cdot t)$-wise independent pseudo randomness, as long as the Pseudo-Random Number Generator (PRNG) is secure against a $t$-probing attack, i.e., is robust. To reduce the locality of a design, they introduce a locality refreshing placed after each multiplication gadget, achieving a locality of $\ell = \mathcal{O}(t^2)$ and a total true-randomness requirement of $\tilde{\mathcal{O}}(t^{3+s})$. We omit this work in Table 5 as they do not provide concrete numbers for an AES-128 implementation. This approach was further improved by Coron et al. [CGZ20] in two steps: (i) They reduce the locality of any given private circuit to $\ell = \mathcal{O}(t)$ by doing gadget-internal locality refreshing. (ii) They use multiple PRNGs instead of one, effectively removing the requirement for the robustness of the PRNG and reducing the locality with respect to a single PRNG to $\ell = \mathcal{O}(1)$. In combination, this reduces the number of required true randomness to $\tilde{\mathcal{O}}(t^2)$. Only recently, Goyal et al. [GIS22] further improved the asymptotic randomness requirement of private circuits to $\tilde{\mathcal{O}}(t)$ by shifting the view from secret sharing to masking of values carried by wires. However, this approach increases the circuit size from $\mathcal{O}(t^2 s)$ to $\mathcal{O}(t^3 s)$, where $s$ is the size of the original (unprotected) circuit. Again, we omit this work in Table 5 as no concrete numbers for an AES-128 implementation are provided.

Arguably, this line of research establishes the state-of-the-art when it comes to the reduction of required true randomness of a complete design. More specific, our work requires roughly $6 \times$ more randomness than Coron et al. [CGZ20] for an AES-128 implementation. However, we see this line of research as orthogonal to our work in that it reduces the number of random elements that can influence any given set of probes. In contrast, our work shows that not all randomness influencing a set of probes need to be independent. Therefore, we expect additional gains when combining inter-gadget randomness sharing with locality reduction and randomness expansion but leave this for future work.

Future Work. In this work, we analyzed optimization opportunities in a spatial dimension only, i.e., optimizing the randomness required to evaluate a single input once by each
hardware component. When using a round-based implementation or processing multiple
inputs, a fresh set of random values is required. Hence, a natural extension of our work
is an optimization across rounds or inputs, essentially adding the dimension of time to
the optimization. With regards to gadgets, the focus of this work lies on the widely used
DOM and HPC2 gadgets, which both require the same amount of randomness. We believe
our rules to be applicable also to other gadgets, however, currently security proofs need to
be made one-by-one. Therefore, an interesting direction for future research is to first apply
(and potentially extend) the presented rules to gadgets using more or less randomness,
and then to prove the security for arbitrary gadgets, i.e., make a general statement for
SNI and PINI. We also focused on the reuse of randomness within clusters and – as
described in Section 5.2.1 – restricted our considerations to a simple clustering algorithm.
However, as already mentioned, building optimal clusters is an optimization problem in its
own right, and utilizing better clustering algorithms is expected to improve the overall
result. Going one step further, the design representation itself can be optimized to enable
more optimal clusters, as the possible clusters are highly restricted by the specific design
representation. A different representation may lead to larger clusters and, hence, reduced
randomness requirements. Ideally, the entire process described in this paper works in
an integrated manner, i.e., a clustering algorithm should already consider the resulting
randomness reduction and construct clusters that lead to a global optimum. Whether this
can be reached by always searching for the largest clusters is an open question. Of course,
randomness optimization is not the only constraint when designing side-channel secure
hardware, and integration in the larger context of EDA requires the combination with other
constraints like area, latency, or speed. For this, it is essential to provide a cost function
of each possible optimization step and to consider the necessary notion of composition.
Currently, our optimization strategies have no additional costs, with the only exception
being the relaxed clustering in combination with HPC2 gadgets, where additional registers
are required. Further optimization may change this, e.g., when a design is dynamically
changed to yield an optimal clustering. An important but still unknown piece is the cost
function of fresh randomness with regard to other design constraints. A dense integration
of side-channel-related security awareness into the EDA design flow ultimately requires
that function.

In general, our techniques and proofs also hold in the standard model, which is usually
associated with software implementations, since it is strictly weaker than the glitch-
extended model. Nevertheless, the specific leakage behavior of the microarchitecture under
consideration needs to be taken into account to guarantee the security of software running
on a Central Processing Unit (CPU). Hence, an interesting line of research could evaluate
and potentially adopt the presented optimization techniques for software targets.

8 Conclusions

In this work, we introduced different methodologies for reducing the randomness con-
sumption in composed, masked circuits. By identifying well-defined clusters of gadgets
with opportunities of cross-gadget randomness re-use, we mitigate the disadvantage of
higher-order masking compositions, rooted in the atomic nature of composable gadgets
and their (often unnecessary) requirement of individual fresh randomness.

We gave a thorough theoretic proof of security in the glitch-robust t-probing model for
all outlined optimization techniques. Furthermore, we presented an extensive comparison of
all our optimization methods with respect to their randomness reduction when applied to a
variety of real-world cryptographic designs. Our results indicate a significant optimization
of randomness consumption for compositions of SNI gadgets. PINI compositions seem to
have no benefit for optimizing randomness other than minimizing the number of gadgets
through trivial composition. In general, optimization opportunities are highly dependent
Finally, we developed MLIR-based EDA passes, which are easily extendable and well equipped for integration into a security-aware EDA framework.
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