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Abstract. Hardware masking schemes have shown many advances in the past few
years. Through a series of publications their implementation cost has dropped
significantly and flaws have been fixed where present. Despite these advancements it
seems that a limit has been reached when implementing masking schemes on FPGA
platforms. Indeed, even with a correct transition from the masking scheme to the
masking realization (i.e., when the implementation is not buggy) it has been shown
that the implementation can still exhibit unexpected leakage, e.g., through variations
in placement and routing.

In this work, we show that the reason for such unexpected leakages is the violation
of an underlying assumption made by all masking schemes, i.e., that the leakage of
the circuit is a linear sum of leakages associated to each share. In addition to the
theory of VLSI which supports our claim, we perform a wide range of experiments
(based on an FPGA) to find out under what circumstances this causes a masked
hardware implementation to show undesirable leakage. We further illustrate case
studies, where publicly-known secure designs exhibit first-order leakage when being
operated at certain conditions.
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1 Introduction

The presence of side channels is a well-known weakness in the security of embedded
cryptosystems. For every successful Side-Channel Analysis (SCA) attack exploiting a
certain side channel, e.g. the sensitive data-dependent timing of a computation [Koc96] or
its power consumption [KJJ99], various countermeasures have been constructed to thwart
this vulnerability. Considerable attention has been devoted to the mitigation of the power
and electromagnetic wave [GMOO01, QS01] side channels as they are effective and cheap to
mount, e.g., in the form of Differential Power Analysis (DPA) [KJJ99)].

One way to categorize countermeasures against DPA is on how they decrease the
sensitive information exposed in the side channel, or put differently, how they decrease the
signal-to-noise ratio (SNR) captured by the measurements [MOPO07]. Countermeasures
based on secure logic styles, a subset of the hiding family of countermeasures, decrease the
SNR by equalizing the data-related power consumption of a circuit implementation [TAV02,
TV04]. An alternative way to decrease the SNR is to increase the noise component of the
signal rather than reducing the informative signal component in the side channel. Another
subset of the hiding countermeasures increases the noise component by randomly shuffling
the operations in time [VMKS12]. The masking family of countermeasures pursues this
latter path by processing on algorithmically-randomized data while maintaining the overall
correctness of the circuit [CJRR99, GP99].

It has been shown in many works that equalizing the power consumption is challenging
to achieve as strict assumptions need to hold (e.g., no early signal propagation, no
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imbalanced routing) [MOPO7], and becomes increasingly harder to attain in advanced
technology nodes as parasitic effects increase [NKSF17]. Ad-hoc countermeasures that
introduce noise by shuffling suffer security issues as well, as they are easily defeated by
preprocessing the measured traces. Masking on the other hand offers provable security,
and can therefore be made more robust against these issues [PR13].

A d'"-order Boolean masking represents all sensitive variables, e.g., x, in an implemen-
tation by d 4+ 1 shares such that x = @f:ll x;. The computations are then performed
on the shares and at no point in time the values are unmasked. The number of shares a
variable is split in is related to the order of the masking scheme and determines the effort
an attacker has to invest to break the system. To perform a successful key-recovery attack
on a d"-order masking scheme, an attacker needs to observe at least the d + 1*"-order
statistical moment of a set of leaking shares, or observe the leakage of d + 1 individual
shares. The universal underlying assumption all masking schemes make, i.e., that the
leakages of different shares are independent of each other, is thus crucial as otherwise
the statistical moment of the set of leaking shares, or the number of observed shares can
contain more information than allowed by the theory.

In order to mask a real-world implementation, a developer has the choice to implement
the cryptosystems in either software or hardware. Software, at least traditionally, is
inherently sequential. As a result, it becomes increasingly more expensive in terms of
both timing and code size to implement higher-order masking schemes in software [GR17].
The flexibility (at higher cost) that hardware offers with respect to both customizing
the operations of a core and its inherent parallelization is more suitable when speed and
throughput are a limiting constraint. Masking schemes for hardware and software follow
different requirements for optimization.

Motivation. Many hardware tailored masking schemes have been developed but mainly
due to wrong assumptions not all of them result in actual secure designs. An illustration
is reflected by some pioneering schemes [CJRR99, ISW03, Tri03, OMPRO05, CB08] that
assume transistor gates to execute in a sequential manner, which was shown to be overly
optimistic due to glitches and early propagation of signals [MPO05, MOP07, MME10]. In
order to make masking as independent of the target platform as possible, Nikova et al.
introduced the Threshold Implementations (TI) masking scheme that inherently resists
the security deterioration emerging from glitches [NRS11]. Optimizations building on TI
have been presented in the form of Consolidated Masking Scheme (CMS) [RBN*15] and
Domain-Oriented Masking (DOM) [GMK16, GMK17, GM17] to decrease the area overhead
as well as the required randomness (both have an influence on the actual implementation
cost). These recent developments towards the implementation and validation of masking
schemes employing the theoretical minimal number of shares have been validated using
theoretical measures, e.g., by toggle counts or formal tools [Repl16, BGIT18].

In practice, however, it has been observed by different researchers that such first-order
masked implementations still exhibit first-order leakage when evaluated on FPGA [BPGIS,
PS16, pri], and a first hint as to its cause was given in [DBGT17] where it is shown that
using an identical netlist, leakage can be induced through a particular placement and
routing configuration. In this work, we scrutinize the reason behind such undesirable
mismatch between theory and practice by showing the incorrectness of a fundamental
assumption in masking schemes (explained below).

Our contribution. Suppose (21, x2) form a 2-sharing representation of the secret value
T = x1 @ x2. A universal assumption all hardware masking schemes make dictates that
the leakage of the corresponding hardware is a linear sum of the leakages corresponding to
each individual share, i.e., l1(21) 4 I2(z2). In this work, we show that this assumption does
not necessarily hold in practice, as was hinted in theory in [MOPO07]. More precisely, we
show that the power consumption of a function operating on a share influences the amount
of power consumption of other functions simultaneously operating on other shares. That
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means, the device leakage is not necessarily the sum of independent leakages associated to
each share.

We note that this behavior is indeed motivated by the work in [GOKT16] showing that
the activity of a circuit placed in a region on an FPGA causes fluctuations on the power
supply voltage at other, unrelated /unconnected regions of the FPGA. Based on this concept,
the recent work by Schellenberg et al. [SGMT18] (and later in [ZS18] and [RPD™18]) show
that sensors can be built inside FPGAs to capture dynamic power/energy consumption of
the FPGAs, and thereby conducting actual DPA attacks.

Apart from the theory of electronics justifying our claims, we present practical re-
sults (based on FPGA experiments) supporting our findings. An interesting research
question that follows from our research is why several designs presented in the literature,
e.g., [DRBT16, CFE16, MW15, PMK™11, DBR™16, BGNT15], did not observe first-order
leakage, and reported the security of their constructions using e.g. non-specific t-test SCA
evaluation [GJJR11, CDG'13, SM15]. We give closure to this arising questions by showing
under which conditions the problem we point out leads to detectable leakage.

Although we show that this issue is independent of the security order the underlying
masking scheme employs, we stress that it is more easily observable when the minimum
number of two shares is chosen for a first-order secure implementation. We opt for leakage
detection (as opposed to key retrieval) and an “artificial” lab environment (as opposed
to “practical” measurements) in order to pinpoint the existence and sources of leakage in
correctly-implemented masking schemes, which we attribute to platform-specific factors.
We believe that this work can pave the way towards successful key recovery exploiting
these leakage sources.

Related works. A theoretical analysis was performed in [DFS15] where it was shown
that the security of masking schemes decreases with increasing magnitude of the joint
leakage between different shares. Both crosstalk and power supply noise are physical
sources that can lead to these degrading joint leakages.

Crosstalk arises from coupling capacitance between wires which is influenced by the
switching activity and the values on the wires. Its effect on the power consumption is
used in [DWS10, DWS12] to derive a more precise leakage model of an 8-bit bus. More
recently, the delay introduced on wires by the crosstalk capacitances is used as a source of
information leakage in [GE16].

Power supply noise was shown to couple logic gates in a countermeasure against timing
violations where the gates are assumed to be independent, which led to a negative impact
on its security [ZEDT15]. Furthermore, coupling of different parts of a circuit through
the power supply has recently been exploited as a hardware Trojan to leak side-channel
information on an FPGA [SGMT18]. Specifically, in the context of masking, the effect of
placement and routing was shown to influence the leakage of masked implementations, but
no particular source for the caused leakage was isolated [DBG'17].

2 Background
2.1 Masking

A masking scheme defines what secret sharing scheme is used to split sensitive values and
how to perform operations on these shares in a secure way (i.e., multi-party computation).
In conjunction with a set of assumptions on the leakage behavior of the target device, a
masking scheme offers security at a given order d.

Boolean masking in particular adopts the binary addition to share the sensitive variables:
a sensitive value © € GF'(2™) is shared in d+1 shares (z1, ..., Z4+1) such that x = @f:ll x;.
The shares need to be uniform in order for the masking scheme to be secure. This can be
achieved by drawing shares z1, ..., 24 from a uniform random distribution and by choosing
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2441 such that the sharing is correct, i.e., 441 = @?:1 x;. This is formulated as the
correctness property and the uniformity property.

With Boolean masking, it is easy to see that securely evaluating linear and affine
functions is straightforward. The function f(x,y) = ax + by + ¢ with a,b and ¢ constants
in GF(2™) and variables x,y € GF(2™) can be implemented in a d**-order secure way as
follows.

fi=ax, +by +c¢
fi = ax; + by, ,2<i<d+1

The correctness of these component functions is easily checked as f(z,y) = EB:l;l P =

a@fill x; + b@?;l yi +c¢=ax + by +c.

Non-linear operations however require a more subtle approach for the masking scheme
to preserve its d*"-order security. We use a masked multiplication as an example to
show different approaches. In order to perform the masked multiplication z = zy, the
cross products x;y;,Vi,j € {1,...,d + 1} will have to be calculated. This gives a total of
(d + 1)? contributions that need to be taken into account to obtain the masked output
and the question becomes how to reduce this number of shares back to d 4+ 1 in a secure
way. The secure redistribution of the cross products is approached differently in different
Boolean masking schemes and affects the performance in terms of area, amount of needed
randomness and required clock cycles. We briefly illustrate two approaches: Threshold
Implementations [NRS11] and Domain-Oriented Masking [GMK16].

Threshold Implementation. One masking scheme that has shown promise and practical
applicability is the Threshold Implementation (TT) masking scheme. It has gained wide-
spread popularity from its inherent ability to resist leakage from glitches through its
non-completeness property. In contrast to the preceding masking schemes, like the
ISW scheme [ISWO03] or the Trichina AND-gate [Tri03], no evaluation order or limits
on propagation delays has to be imposed for the security to hold [MPOO05]. The non-
completeness property dictates that “any d component functions should be independent of
all unshared values to achieve d*"-order security” [BGNT14]. This way, no matter how
many glitches occur in a component function, enough information to unmask any inputs is
never leaked. By extension, no matter how many glitches occur in d component functions,
no information (up to d*"-order) can be retrieved to fully recover the unmasked inputs.

Considering the aforementioned multiplier, an example with first-order security is given
below.

21 = 21Y1 D x1Y2 D T2y1 B T1 D12
2o = TaY2 © Tays G xr3y2 B 11

z3 = T3Yys O x1Y3 © x3y1 D12

Note that here three shares are used to achieve the first-order security, and the uniformity
is achieved by adding (uniform) fresh randomness ry and r9. This cost can be reduced by
increasing the number of shares, which helps achieving the uniformity, hence no need for
fresh randomness. We refer the interested reader to the work of Bilgin [Bill5].

Domain-Oriented Masking. An alternative approach is to perform the refreshing and
share compression in two clock cycles. First, the cross products are calculated and ran-
domness is added in specific places (in a similar way as randomness is added in [BBP'16]).
Second, the resulting terms p; are synchronized in a register and followed by a compression
stage, that reduces the (d + 1)? shares back to d + 1 output shares z;.
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An example with first-order security is given below.

P11 =11
p2=21y2 &M z1 =p1 Dp2
P3 = 22y1 D11 %3 = p3 D Ppa
P4 = T2Y2

Compared to a traditional TI, the number of shares and randomness is reduced at the
cost of an extra clock cycle. An extra condition on the input shares is that they should be
independent. More information can be found in [GMK16, GMK17, GM17].

In both TT and DOM the underlying security model is the same. The scheme is secure
if the underlying assumption holds: “the power consumption of the component functions
must be independent of each other”. If this assumption is violated in any way, e.g., through
coupling, then the security of the scheme will deteriorate.

2.2 Supply Voltage Fluctuation

In the areas of Very-Large-Scale Integration (VLSI) in advanced technology nodes, tran-
sient voltage fluctuation has been reported among the factors with the most critical
impacts on the circuit’s timing margins [DWB15, ZWM™*14]. The source of such tran-
sient fluctuations includes the circuit switching activity, clock gating as well as power
gating [DWB15, GOJ*07]. This fluctuation in the supply voltage level affects the delay
of those gates which are supplied by the same voltage source (Vdd), hence changing the
circuit timing characteristics. It has been shown that the transient supply voltage drop
has the highest impact on the circuit timing even compared to process variation and
temperature variation [GOKT16].

To this end, voltage stability is commonly analyzed on the level of Power Distribu-
tion Networks (PDN)[ZWMT™14, LSB11], consisting of several resistive, capacitive and
inductive (RCL) components. Among the known sources for voltage drop, the main
concern in advanced technology nodes is the change in current over time (known as di/dt
drop) [DWB15, ZWM™14, ASM07, Lar99, MF04]. Such voltage drops can be as fast as
the circuit operating frequency originating from the inductivities throughout the PDN.
These di/dt drops fade out rapidly, e.g., after some nanoseconds, but a sudden increase in
the circuit switching activity can lead to a remarkably-high voltage drop. In [GOJT07]
a fine-grained PDN of a quad-core processor is modeled, and the on-chip supply voltage
fluctuation of different pads are obtained by means of SPICE simulations. It has been
shown that if only one core runs, the local voltage drop on the same core is lower com-
pared to the case when three cores run at the same time. This issue is not dedicated to
ASICs; the FPGAs which are also based on modern nano-scale technology face the same
challenge [GOKT16].

Related to this topic, we would like to remind how power consumption traces are
measured in the context of SCA. Figure 1 shows one of the common options, i.e., placing
a shunt resistor at the Vdd path of the chip and measuring the dynamic voltage drop over
the resistor (AC coupled measurement). Note that it is the scenario that SCA evaluation
boards (SASEBO, SAKURA [sak]) are designed for!. The shunt resistor in Vdd path is
favorable (than in GND path) particularly in modern technology nodes since the Vdd core
and Vdd I/O are supplied by separate voltage sources.

This way of measurement traditionally observes the changes in current flowing in the
chip since they directly lead to changes in voltage over the shunt resistor. However, by
this way, any change at the output of the Voltage Regulator Module (VRM) would also
be captured. This means that the above explained voltage fluctuations due to the circuit

1See also the “Quick Start Guide” at http://satoh.cs.uec.ac.jp/SAKURA/hardware/SAKURA-G.html
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Figure 1: A typical SCA measurement circuitry.

activity are also observed in SCA power traces. Note that the VRM, which usually operates
in switched mode and supplies the Vdd for the chip, is regulating for a configured voltage.
Its regulation loop is, however, usually at a much lower frequency than that of the circuit
activity, i.e., glitches happening in the combinatorial circuit. This means that any sudden
switching activity by the chip faster than the regulation loop would lead to a voltage
drop at the VRM output till it becomes again stable [GOKT16]. It has also been shown
in [DWB15, GOJT07] that a resonance between on-chip decoupling capacitors and resistive
and inductive components can lead to even less voltage stability. Such transient voltage
drops are also captured by the way that we collect power traces for an SCA. This means
that even if the shunt resistor is replaced by a 0.0 wire (R in Figure 1) the fluctuations
on the VRM output caused by the circuit switching activity are captured and SCA power
traces can be collected.

2.2.1 Voltage Fluctuation vs. Masking

Let’s consider the first-order Boolean masking, where secret value x is represented by two
shares z1 and xs. Assume also a linear function f(.) to be operated on each of the shares,
to securely (up to first-order) compute f(x). The operation of each instance of such a
function causes switching activity (e.g., glitches) and hence energy consumption. Let us
model their corresponding exclusive power consumption by |1 (z1) and la(z2) respectively.
As explained above, this leads to transient supply voltage drop due to the foundation of
the PDN as well as the slow stabilization of the VRM. Therefore, when the sub-circuit
computing f(x) is active, the resulting supply voltage drops affect the delay of the gates
involved in the other sub-circuit (computing f(x2)), and hence its power consumption
pattern. In other words, when these functions operate in parallel (see Figure 1) they
have influence on each other’s power consumption. Hence, the aforementioned assumption
of their independent power consumption (in any masking scheme) does not hold. More
precisely, we cannot model the total power consumption of the circuit by a linear sum of
the power consumption of each sub-circuit as |1 (1) + la(x2).

Here, the question is whether such an effect (and violating the assumption of independent
power consumption of the shares) can be relevant in practice. Specifically, with respect to
the above-given example, can this circumvent the expected first-order security? In other
words, would the total power consumption of the circuit in average? be dependent on
7 In the next section, we present the result of our extensive experiments conducted to
answer this question.

2The underlying concept of first-order security is the first-order statistical moment, i.e., the average.
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Figure 2: iterated_MC module.

3 Experiments

Setup. We conducted our practical experiments on the target FPGA (Spartan-6) of a
SAKURA-G board [sak]. In all experiments and case studies, we measured the power
consumption of the target FPGA through the Vdd path (exactly like what is shown in
Figure 1) using a digital oscilloscope at a sampling rate of 500 MS/s. For the entire
measurements, we monitored the output of the AC amplifier embedded on the SAKURA-G.
As it is stated in the further parts of this section, the designs implemented on the target
FPGA were clocked at different frequencies 6 MHz, 12 MHz, 24 MHz, or 48 MHz. Note that
we externally supplied the clock for the target FPGA, and without changing the design (a
fixed bitstream) we could run it at different clock frequencies.

As an evaluation metric to examine the existence of detectable leakage, we followed the
procedure explained in [SM15] and conducted fixed-versus-random t-test. More precisely,
the random numbers are generated by the control FPGA, by which the initial sharing, as
well as the decision for random or fixed input, is also done on the control FPGA. The
target FPGA just receives the shared input and sends back the output also in a shared
form (with the same number of shares as of the input). We further kept hierarchy in all
our implementations on the target FPGA to make sure that the non-completeness in our
designs is not violated. Our focus is to investigate first-order leakage, but for the sake of
completeness we also conduct univariate t-tests at higher orders depending on the order of
the underlying masking scheme of each design.

3.1 Case Study 1

As the first experiment, we designed a module (so-called iterated_MC) shown in Figure 2
consisting of two 32-bit registers Ry and R; and six MC modules, each of which is a
realization of multiplication by the AES MixColumns matrix [DR02]. As shown by the
graphics, during the reset phase the 32-bit input z is stored in register Ry and the same
time the second register R; is reset, i.e., filled by 0. In the next clock cycles the loop is
closed, and M C(0) = 0 is stored in Ry and z in R;. This iteration leads to interleaving
between 0 and a function of x at the input of the combinatorial circuit consisting of the
MC modules. The setting signal selects either three or six M C modules to be active.
The circuit is designed so that — independent of the given input « — the second three MC
modules receive 0 when they should be disabled. By this we can control the depth of the
combinatorial circuit, and hence the amount of its power consumption. We made sure that
the setting bit is directly supplied by a register to avoid any glitches (unexpected power
consumption) at the disabled M C modules. We further took attention that M C modules
are not merged together, and each module is implemented separately. We keep this circuit
running for 16 clock cycles. Since MC*(x) = x, depending on the setting signal after
either every 8 or 4 clock cycles again x is stored in R; and processed by the combinatorial
circuit.
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Figure 3: The floorplan of the target FPGA in case study 1 (rotated counter clockwise)?

As a side note, in our implementations the control FPGA sends x to the target FPGA
in small (4-bit) chunks. The registers which store such chunks and provide the input of
the first MUX in Figure 2 are reset simultaneously with = being stored in register Rj.
After that (i.e., the reset phase) we further kept several clock cycles delay before enabling
the circuit to iterate 16 clock cycles. Afterwards, the done signal becomes high and lets
the content of Ry be present at y signal. Similar to the setting signal, done is supplied
directly by a register cell to avoid any glitches. All these considerations are to ensure that
the leakages, which we observe later in this section, are not due to any other source than
the iterated_MC module.

The motivations to select the AES MixColumns matrix include (1) its linear property
making it transparent to Boolean masking, and (2) its implementation which contains
only XOR gates leading to a glitchy circuit hence high power consumption. We have
implemented four instances of such iterated_MC module at particular places in the target
FPGA. As shown by Figure 3, we kept a remarkable distance between their placements,
one at the most top and one at the most bottom part, keeping the maximum possible
distance between iterated_MC; and iterated_MC,. It is noteworthy that we made use of
Isolated Design Flow (IDF) of Xilinx [McN] to guarantee that different iterated_MC
modules do not share any resources including switch boxes involved in their routed
signals. We should highlight that the routed signals which are externally connected to
each iterated_MC module (can be seen in Figure 3) are z, y, setting and done, which are
stable and independent of the given input when iterated_MC is activated.

Below we consider several different parameters and conditions to examine their effect
on first-order leakage. Note that for the entire experiments of this case study, we used
a single design (i.e., a single bitstream for the target FPGA). We enabled or disabled
different parts of the design (e.g., the setting signal) by means of particular configuration
bits which are sent from the control FPGA to the target. Further, in order to disable a
particular iterated_MC module, we kept its x input at 0.

Voltage Supply and Shunt Resistor. We first focus on first-order masking, i.e., with
two shares. We selected the two most far modules iterated_MC; and iterated_MC4 to
process the two shares of the Boolean masked input, and enabled only the first three M C
modules in the loop of each iterated_MC module (see Figure 2).

We performed five experiments being different in only the supply voltage of the target
FPGA and the value of the shunt resistor:

e Vdd: 1.0v, shunt: 1.0,

3The routed signals between iterated_MCz and iterated_MC4 are due to the I/O pads of the FPGA
fabric.
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Figure 4: Case study 1: iterated_MC; 4, 3 M C modules, clock 6 MHz, room temperature,
(top) sample power trace, (middle) 1st-order and (bottom) 2nd-order t-test results using
100 million traces.

e Vdd: 1.0v, shunt: 0.0,
e Vdd: 1.2v, shunt: 1.0,
e Vdd: 1.2v, shunt: 0.0,
e Vdd: 1.3v, shunt: 0.0€.

For the shunt 0.0€2, the resistor was replaced by a 0Q jumper*. Note that the Vdd
was adjusted to the above values® when the shunt resistor was removed and the target
FPGA did not sink any current. According to [Xil], the maximum Vgcoint for Spartan-6
is 1.32v, hence we did not examine higher supply voltages. We should also mention that
the SAKURA-G board is typically (by shipment) adjusted to supply the target FPGA
with Vdd 1.2 v and an on-board soldered shunt resistor 1.0 (2.

All five experiments have been conducted when the target FPGA was operating with
a 6 MHz clock. For each case, we collected 100 million traces and — as stated before
— performed fixed-versus-random t-test. The results, depicted in Figure 4 to Figure 6,
surprisingly show detectable first-order leakage, particularly for high Vdd supply voltages
and a low shunt resistor.

We should highlight that the underlying design is a linear function on Boolean
masked data, hence independent of the masking scheme (i.e., TI, CMS, DOM, etc.).
The iterated_MC modules neither communicate with each other nor share any resources,
but they consume substantial energy. This in fact confirms the theory — stated in Section 2
— that energy consumption of shares are not independent of each other. An overview about
the maximum ¢-statistics over the number of traces is shown by Figure 6b. As shown

4The quality of the jumper to not exhibit any resistance was verified.
5pby easily adjusting the trim potentiometer on the SAKURA-G board.
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by this experiment, the Vdd that the FPGA is supplied with plays an important role in
how easily the leakage can be detected. Placing the shunt resistor leads to a lower supply
voltage that the FPGA observes, and hence hardening the leakage detection.

Note that such two-share designs strongly exhibit second-order leakage. As a reference,
the ¢ value exceeds the threshold after a couple of thousand traces, and reaches a value
higher than 1000 considering all 100 million traces. Therefore, second-order attacks will
be a natural choice of the attacker. However, we are presenting practical evidences of
first-order leakage for the designs which are theoretically supposed to be first-order secure.
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Figure 5: Case study 1: iterated_MC; 4, 3 M C modules, clock 6 MHz, room temperature,
(top) sample power trace, (bottom) lst-order ¢-test results using 100 million traces.
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Figure 6: Case study 1: 2 shares, iterated_MC; 4, 3 MC modules, clock 6 MHz, room
temperature, (left, top) sample power trace, (left, bottom) 1st-order t-test results using
100 million traces.

Distance. Let w;c(1,.. 4) be the input of the iterated_MC; module. Staying with first-
order masking (two shares), we considered three different settings: (z1,z2), (z1,23), and
(21,x4) as the two shares of the Boolean masked input. More precisely, with two shares we
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Figure 7: Case study 1: 2 shares, shunt 0.0, 3 MC modules, clock 6 MHz, max(|t])
1st-order, over the number of traces.

conducted three experiments while processing the first share always with iterated_MCy,
but giving the second share to either iterated_MCs, iterated_MCs, or iterated_MC4. For
all these experiments only the first three M C modules in the loop were active.

The target FPGA was operating at a 6 MHz clock, with Vdd 1.0 v, and shunt resistor
0.02. We again collected 100 million traces for each experiment. The results, shown in
Figure 7a, indicate that when the iterated_MC modules are close to or far from each
other, the result is not much different. From here on we only show the evaluation results
over the number of traces. We should emphasize that we conducted another experiment
when the two iterated_MC modules were placed as close as possible®. The result did not
show higher detectable leakage than the former three experiments.

For the rest of the investigations (unless otherwise stated) we kept the following
conditions: 2 shares processed by iterated_MC; and iterated_MC4, Vdd supply 1.3 v, and
shunt resistor 0.0 2.

Temperature. All the above experiments have been done at room temperature, that
was controlled at around 21°C. We also used a climate chamber to operate the device at
higher temperate. In these experiments we enabled only the first three M C' modules in
each loop. Among the measurement setup, only the SAKURA-G board was placed in the
climate chamber. We performed the same experiments at 50°C and 70°C. The results
are shown in Figure 7b, which express the extreme effect of temperature on the detected
first-order leakage. Note that we have verified that the output of the voltage regulator of
the SAKURA-G stays at 1.3v at those high temperatures. We also note that the quality
of the random numbers generated by the control FPGA is independent of the temperature.

Circuit Size and Clock Frequency. In an another experiment, by adjusting the setting
signal (see Figure 2) we enabled all six MC modules in the loop. Hence, the circuit
expectedly consumed more energy at every clock cycle, i.e., higher peak-to-peak power
consumption traces. As stated before, in the previous experiments the target FPGA was
clocked at the frequency of 6 MHz. By increasing the clock frequency, the peak-to-peak
power consumption also becomes higher. Therefore, we conducted three more experiments:

e three M C modules active, 48 MHz clock,
e six MC modules active, 6 MHz clock,

6but with a row of slices in between to employ a physical gap [HBW 107, Cor].
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Figure 8: Case study 1: Vdd 1.3 v, shunt 0.0 Q, room temperature, maz(|t|) 1st-order, over
the number of traces.

e six M C modules active, 48 MHz clock.

The corresponding results, compared to the former case (with three M C modules active,
6 MHz clock), are shown in Figure 8a. It can obviously be seen than by either increasing
the clock frequency or more glitchy combinatorial circuit (where in both cases more energy
is consumed), the leakage can be detected with lower number of traces.

Number of Shares. As the last experiment of this case study we examined the effect
of higher-order masking. With a 6 MHz clock frequency, and when all six M C modules
were active in each iterated_MC module, we checked the second- and third-order Boolean
masking. More precisely, with 3 shares we employed iterated_MC; to iterated_MCs
and for the 4-share case we used all four iterated_MC modules. We have noticed that
in these two cases the first-order leakage is harder to detect compared to the 2-share
settings. Therefore, we extended our analyses to use 200 million traces. The results
are presented in Figure 8b. We should highlight that with 3 shares we did not observe
any second-order leakage, and no second- and third-order leakages in case of the 4-share
settings (see Appendix A).

Discussions. By the above experiments we practically showed under which conditions
the unexpected and undesired first-order leakage of just linearly processing the masks (at
different orders) can be detected. Although it confirms the theory that energy consumption
of processing the shares are not independent (see Section 2), we should highlight the
following fact.

In the above experiments, only linear functions (several AES MixColumns) have been
realized, and no non-linear function operates on shares. At the same time, no other
circuit or module were active in the FPGA during the measurements. This leads to a very
focused leakage, i.e., without any noise by other components (switching noise [MOPO07]).
We further, amplified the leakage by intentionally enlarging the glitchy combinatorial
circuit. All these points helped us in our experiments to detect the first-order leakage.
However, it is not necessarily the case in every masked implementation of a cipher due
to the measurement noise, conditions of the measurement setup, the switching noise of
the other components of the design, etc. Nevertheless, this problem is easily observed in
masked implementation of any cipher with the minimum number of two shares. To the
best of our knowledge, the first-order leakage of such 2-share designs is hardly vanished
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Figure 9: The routing corresponding to two shared wires can be coupled through open
pass transistors in the switch box, which could fail the assumption of independent leakage
between the shares.

by trial and error, e.g., changing the hardware description of the functions, changing the
finite state machine, increasing the noise by internally generating the masks on the target
FPGA.

3.2 Case Study 2

Signal routings are realized by active components in FPGAs, i.e., switch boxes. An
implementation of a switch box is shown in Figure 9a. Inputs of a switch box can be
connected to or disconnected from outputs by setting bits to 1 or 0 in the SRAM cells
during the FPGA configuration. The question is whether the routing can affect the leakage
in masked hardware, for example if the signals associated to different shares are routed
through common switch boxes. This potential issue is illustrated in Figure 9b. If we would
route two wires 1 and xo corresponding to a shared value x = x1 @ x2 through the same
switch box, it could happen that they have a number of open pass transistors between
them. These open pass transistors (depicted in gray) do not create functional contact
between the two wires, but are unlikely to be entirely free of leakage current, which can
result in the power consumption of share x; influencing the power consumption of share
To and vice versa.

Note that we do not have access to the proprietary implementation details of the Xilinx
FPGA, but modeling the switch box as pass transistors is a reasonable assumption [Wol04].
For this reason it makes sense to design an experiment that can rule out whether or not
the effect of routing has a detrimental effect on the security of masked hardware. As an
example, the effect which has been reported in [DBGT17] was mainly due to changes in
placement and routing. We attempt here to pinpoint and isolate these sources.

In order to examine the hypothesis that “the more open pass transistors are available
between shared wires, the higher the leakage” we conduct three experiments. Each
experiment has a different number of open pass transistors between shares and we refer to
forks as a metric for this number. More formally, for two given input wires to a switch
box we list all possible output wires they can be routed to and call the cardinality of their
intersection the number of forks. In other words, given two input wires to a switch box, a
fork is defined as the number of output connections these two wires have in common.

We used the Xilinx Design Language (XDL) [BKT11] and RapidSmith [HNH15] to
quantify this amount per set of input wires for a given switch box.

As the reference, we considered the design (of the last case study) with 2 shares
employing iterated_MC; and iterated_MC, modules, each of which with all six MC
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iterated_MC; iterated_MCo

Figure 10: The pipe is placed between the iterated_MC; and iterated_MCs modules.

modules enabled. We have taken the least significant bit (LSB) of the last A/ C module
of both iterated_MC; and iterated_MCs, and changed their routings in the new three
experimental designs. These two LSBs have been selected since they are one of the last
signals in the large combinatorial circuit (of six cascaded M C modules), and hence among
the most glitchy signals in every iterated_MC module.

In order to achieve minimal variations over the three experiments w.r.t. the routing,
we used a structure we call a pipe. This pipe is a series of adjacent switch boxes through
which we route the 2 LSB wires and which we place in between the iterated_MC; and
iterated_MCs components (Figure 10). The only variation across our three scenarios is
found in this pipe, and on 1 of the 2 LSB wires only. In our three scenarios we provided a
design with no shared open pass transistors (so-called Pipe Oforks), a second design where
we routed the wires through 1 switch box with shared open pass transistors (Pipe_ 20-
00forks), and a third design that routes the wires through 2 switch boxes with shared
open pass transistors (Pipe_20-16forks). Note that compared to the previous case study,
here we made three more FPGA bitstreams, being different only in the routing of the
aforementioned two LSB signals. We now detail the three scenarios in the following.

Scenario 1: Pipe_0forks. A picture of the wires in the pipe is given in Figure 11a. The
LSB wires traverse six common switch boxes, and the inputs of each switch box are chosen
such that no forks are present in any of them. If our hypothesis is right, we expect this
design to leak the least.

Scenario 2: Pipe_20-00forks. In this scenario (see Figure 11b), the LSB wires now
traverse four common switch boxes in order to make the wires show forks in one switch
box. We chose the second common switch box (or the third in the pipe) to have 20 forks
between the LSB shares. All other switch boxes have no forks. From our hypothesis we
expect this design to leak more than the design without forks, i.e., Pipe_ Oforks.

Scenario 3: Pipe_20-16forks. Figure 11c shows the corresponding picture of the LSB
wires in the pipe. The wires again traverse four common switch boxes and are now made
to show forks in two switch boxes. We chose the second common switch box to have 20
forks and the fourth one to have 16 forks. The first and the third common switch boxes
have no forks between the LSB shares. From the hypothesis we expect this design to leak
the most.

We have collected 200 million traces for each of these designs. The results, depicted in
Figure 12, do not show a remarkable difference. The curves, of maximum t-statistics over
the number of traces, do not show a recognizable dependency on the associated designs.
We can conclude that the effect of routing is almost negligible in this case study, and does
not have much effect on the observed leakage.
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(c) Pipe_ 20-16forks: the LSB wires traverse four common switch boxes, the first having 0 forks, the second
having 20 forks, the third having 0 forks and the fourth having 16 forks.

Figure 11: The pipe configurations for the 3 scenarios. The wire for the LSB of
iterated_MC; is fixed (red) whereas the LSB wire of iterated_MC; (black) is varied.
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Figure 12: Case study 2: Vdd 1.3 v, shunt 0.0 (2, 2 shares, iterated_MC; », clock 6 MHz,
room temperature, different routings, max(|t|) 1st-order, over the number of traces.

3.3 Case Study 3

In addition to the above-presented case studies, where we intentionally made the leakage
of linear functions dominant, we investigated a more realistic scenario. We have taken
the TI PRESENT design [PMK™11] which is one of the first applications of uniform
TI with 3 shares. It is noteworthy that such a design has been used in many research
projects, and on its basis many analyses have been performed and several designs have been
developed [EGMP17, MS16, MW 15, SMG16, DN17]. It is a nibble-serial implementation of
PRESENT-80 encryption function with only one (TI) Sbox instance. At every clock cycle,
one nibble is processed while the permutation layer is performed in parallel. Excluding the
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Figure 13: Case study 3: PRESENT TI, 3 shares, clock 12 MHz, room temperature, (top)
average of 1000 power traces, (2nd row) lst-order, (3rd row) 2nd-order and (4th row)
3rd-order t-test results using 200 million traces, (bottom) maz(|t|) 1st-order over the
number of traces.

initial masking of the plaintext”, no extra randomness is required (thanks to its underlying
uniform TT Sbox). In total, it requires 547 clock cycles to finish an encryption.

We have implemented this design and examined its detectable leakage under two
different conditions:

e Vdd supply 1.0v, shunt resistor 1.0 €2, and
e Vdd supply 1.3 v, shunt resistor 0.0 2.

"The key is not masked.
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Both experiments have been performed at room temperature while the target FPGA
was clocked at a frequency of 12 MHz. The results using 200 million traces are shown in
Figure 13, and indicate that with a low supply voltage and a high shunt resistor (which
is a common configuration) the design shows no first-order leakage, while this picture
changes at a high supply voltage and when the shunt resistor is short-circuited. Note that
due to its high number of clock cycles per encryption, we covered 8 encryption rounds in
this experiment (observable in Figure 13).

This indeed again confirms our theoretical findings that the shares (and the functions
being operated on them) can affect each other through the amount of their energy
consumption. It is just a matter of conditions (Vdd, shunt, frequency, temperature, noise)
whether such an effect can be seen in practice or not.

3.4 Case Study 4

As the last case study, we have evaluated two publicly-known masked AES implementations
with a different number of shares. We have taken the AES DOM implementation [GMK17]
which is a nicely developed HDL code, where the desired security order (the number of
shares) as a parameter can be easily adjusted (available through the authors GitHub
github.com/hgrosz/aes-dom). As explained in Section 2.1, it is a d + 1 masking scheme,
i.e., for the desired security order d it makes use of d + 1 shares (independent of the
algebraic degree of the underlying functions, in contrast to TI). We have implemented two
cases of this design with 2 shares and 3 shares on our measurement setup, and conducted
the same evaluations as before. We further have implemented similarly both 2-share and
3-share versions of another d + 1 masked AES design, presented in [DRBT16], which is
based on the Consolidated Masking Scheme (CMS) [RBN*15]. Since the only difference
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Figure 14: Case study 4: AES, DOM & CMS, 2 shares, Vdd 1.2v, shunt 1.0€2, clock
24 MHz, room temperature, (top) average of 1000 power traces, (middle) 1st-order and
(bottom) 2nd-order ¢-test results using 100 million traces.
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Figure 15: Case study 4: AES, DOM & CMS, 3 shares, Vdd 1.2v, shunt 1.0, clock
24 MHz, room temperature, (top) average of 1000 power traces, (2nd row) 1st-order, (3rd
row) 2nd-order and (4th row) 3rd-order ¢-test results using 100 million traces, (bottom)
maz([t]) 1st-order over the number of traces.

between these two designs (DOM and CMS) is in their masked AES Sbox, we have taken
the parametric DOM AES HDL code and only replaced the masked Sbox with that of CMS.
Since the CMS Sbox design [DRBT16] requires two less stage registers compared to the
that in DOM [GMK17], we added two dummy register stages at the Sbox output of CMS
to keep the rest of the DOM design (particularly the state machine and the controlling
signals).

As given in Section 2.1, such masking schemes — in contrast to uniform TI — need
fresh randomness during the operation of non-linear functions. To this end, to generate
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every single random bit per clock cycle we made use of a dedicated 64-bit LFSR with
feedback function %4 + 263 4 26! 4- 250 4 1. Each LFSR instance has been initialized
with a random value enabling each to generate a stream with cycle 264 — 1. The required
number of random bits per design (per clock cycle) is 38 (2-share DOM), 72 (2-share
CMS), 84 (3-share DOM), and 162 (3-share CMS). During the measurements, each design
was clocked by a 24 MHz oscillator, and we collected 100 million traces covering the entire
encryption process with Vdd 1.2 v and shunt resistor 1.0 in room temperature®. The
results are shown in Figure 14 and Figure 15 indicating detectable first-order leakage in
all cases.

4 Conclusions

Hardware platforms offer high throughput due to their parallelism feature. At the same
time, when masking schemes are realized in hardware, their security proof relies on
a principle assumption that the power consumption associated to different shares are
independent of each other. We illustrated that it is an optimistic assumption, and in reality
it can be violated under certain conditions, e.g., high supply voltage, high temperature,
high clock frequency, low noise, etc. Supported by extensive practical experiments, we
showed that when such an assumption does not completely hold, the power consumption
of masked hardware becomes — in average — dependent on the secret intermediates, i.e.,
shows first-order leakage.

To identify the array of sources that influence the security order, our experiments used
a high number of traces measured in a low-noise setting, and we leveraged the speed of
leakage detection tests as opposed to more time consuming and computationally heavy
key retrieval experiments. We note that a real-world attacker would not have access to
this many clean traces and would not exploit first-order leakage if there is stronger, more
informative leakage present in the higher order. We, however, believe that our work can
supply an attacker with an advantage, of which the specifics remain to be uncovered in
future work. On the other hand, our results indicate that SCA practical evaluations of
masked implementations by means of t-test leakage assessment can show detectable leakage
independent of the soundness of the underlying masking scheme and the correctness of the
implementation.

All the experiments we showed here were dedicated to FPGA-based designs, particularly
those inspecting the effect of routing. Hence, we cannot directly conclude that our findings
definitely hold in any ASIC implementation. However, since supply voltage fluctuation is a
known challenge in the areas of VLSI design originating from the PDN and the VRM, we
expect our findings to be observable in ASIC prototypes as well, that is for sure among our
future works. With respect to this topic, we should emphasize that FPGA designs usually
consume more energy compared to their ASIC counterpart. We also showed that the
higher power consumption, the less measurements are required to observe the first-order
leakage due to violating the aforementioned assumption. Therefore, we predict this issue
to be harder to observe in ASIC implementations with modern technology nodes.

Since the voltage fluctuations cannot easily be hindered, the solutions for hardware
masking include:

e Sequential operations instead of parallelism by defining temporal non-completeness.
That is, for d*"-order security, it should not be allowed to process more than d shares
at every point in time (every clock cycle). It obviously reduces the throughput and
avoids making use of the full parallelism feature of hardware, and might be still
violated at high clock frequencies.

8Such settings were arbitrarily selected.
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e Embedded voltage regulators (VRM) inside the chip, which is already being done
commonly in commercial smart cards. In this case, an interesting question is whether
EM signals also exhibit such an issue.

e Support by the chip having separate Vdd lines to supply functions associated to each
share independently. This may solve the problem when the functions are linear and
the masking scheme Boolean. Otherwise, it is not clear how to supply the functions
which operate on a set of (non-complete) shares.
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A Additional Figures
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Figure 16: Case study 1: Vdd 1.3v, shunt 0.0, 6 MC modules, clock 6 MHz, room
temperature, (top) sample power trace, (2nd row) lst-order t¢-test results, (3rd row)
2nd-order t-test results, (bottom) 3rd-order ¢-test results using 200 million traces.
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