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Introduction & Motivation

Profiled vs Non-Profiled attacks

Machine Learning trend
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This research
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Differential Deep Learning Analysis (DDLA)

Correlation Power Analysis

Follow similar strategy for DDLA
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Demonstration: attack with accuracy and loss

Generate simulation traces

In [1]: from demo import gen_simu_data

# Generate simulation traces for demonstration

data_training = gen_simu_data()

Network
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Observe loss and accuracy during training

In [2]: from demo import demo_ddla_acc_loss

ddla = demo_ddla_acc_loss(data_training)

ddla.run(n_epochs=30)

ddla.fig

Out[2]:

Sensitivity Analysis
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Demonstration: Observe first layer gradient

In [3]: from plots import plot_weights_and_grad_3d

plot_weights_and_grad_3d(data_training)

Out[3]:

Observe first layer gradient during training

In [4]: from demo import demo_ddla_gradient

ddla = demo_ddla_gradient(data_training)

ddla.run(15)

ddla.fig

Out[4]:
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In [5]: from plots import plot_weights_2d

plot_weights_2d(ddla)
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Out[5]:

Derivatives with regards to the inputs
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Masked implementations

Generate masked simulation traces

In [6]: from demo import gen_simu_masked_data

# Generate masked simulation traces for demonstration

data_training = gen_simu_masked_data()

Demonstration: high-order DDLA

In [7]: from demo import demo_ddla_high_order

ddla = demo_ddla_high_order(data_training)

ddla.run(20)

ddla.fig

Out[7]:
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In [8]: from plots import plot_weights_2d

plot_weights_2d(ddla)

Out[8]:
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