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Abstract. Locking-based intellectual property (IP) protection for integrated circuits
(ICs) being manufactured at untrusted facilities has been largely defeated by the
satisfiability (SAT) attack, which can retrieve the secret key needed for instantiating
proprietary functionality on locked circuits. As a result, redaction-based methods
have gained popularity as a more secure way of protecting hardware IP. Among
these methods, transistor-level programming (TRAP) prohibits the outright use
of SAT attacks due to the mismatch between the logic-level at which SAT attack
operates and the switch-level at which the TRAP fabric is programmed. Herein, we
discuss the challenges involved in launching SAT attacks on TRAP and we propose
solutions which enable expression of TRAP in propositional logic modeling in a way
that accurately reflects switch-level circuit capabilities. Results obtained using a
transistor-level SAT attack tool-set that we developed and are releasing corroborate
that SAT attacks can be launched against TRAP. However, the increased complexity
of switch-level circuit modeling prevents the attack from realistically compromising
all but the most trivial IP-protected designs.
Keywords: Logic Redaction · SAT Attack · TRAP

1 Introduction
Contemporary semiconductor manufacturing predominantly follows a fabless business
model, wherein the silicon fabrication of integrated circuits (ICs) is outsourced to external
foundries around the globe [VVGY21, IC 21]. While this approach is justified by financial
and geopolitical reasons, it introduces security challenges since the blueprint of a design
must be released to a potentially untrusted foundry for fabrication. This exposes the
intellectual property (IP) within the design to risks of reverse engineering, theft, and
unauthorized overproduction. In response to these threats, various methods such as logic
locking [BTZ10a, CB09, RKM08, XS19], gate camouflaging [CBCW14, BCCW12], and
split manufacturing [VDS+14, IEGT13, JM07] were developed to prevent IP from falling
into adversarial hands [CB14, YSN+17].

As is typical in any arms race, alongside these IP protection efforts, numerous attacks
seeking to compromise confidentiality of a design have also been developed [EMGT19,
WCHR16, LPS+19, SS19, RPSK12]. These attacks aim to retrieve a secret key value
which instantiates the correct functionality within a protected design. Among them, the
invention of the SAT attack [SRM15] was a pivotal point in this race. Together with its
many extensions [HZY+21, ZJK17, SPJ19, KCV19, JHCK20, LPS21, EMGT19, AYS+19],
the SAT attack has successfully broken most of these defenses and has raised the bar for
IP protection methods. Its success stems from (i) clever formulations of satisfiability
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Figure 1: Hardware IP protection through IC redaction

Figure 2: Programming TRAP with the key for NOR3 functionality (OUT = (A ∨B ∨ C))

(SAT) problems whose solutions enable rapid pruning of the viable key space, (ii) recent
advancements in SAT solvers (i.e., the SAT attack engine) [GV21, AAASM19], and (iii)
the concordance of the attack’s logic-level operation with the logic gate composition of
locking IP protection methods.

In response to the success of SAT attacks, logic redaction methods which replace
sensitive functionalities with a programmable circuit fabric that reinstates the missing
functionality after IC fabrication have emerged [BTZ10b, MAS+21, BMT+23, BTMT+21,
KBK24, WMMS21, GRK+23, APMP23], as shown in Figure 1. Among these methods,
the transistor-level programmable (TRAP) fabric [TRW+17] stands out because it
lowers the granularity of programmability and function implementation below the level
of logic gates. In this approach, the secret key is a bitstream that turns select elements
in a sea of transistors ON or OFF, stitching them together into logic functions. An
example of this paradigm implementing a NOR3 gate is shown in Figure 2, with further
details provided in Section 5. Consequently, unlike gate-level protection methods where an
erroneous key value results in an incorrect function, an incorrect TRAP key value may
result in a transistor topology that does not even implement a logic function.

TRAP owes its resilience against SAT attacks to this discrepancy between logical
program and electrical operation, which SAT solvers and, by extension, SAT attacks, do
not natively understand. Specifically, notions such as signal direction, electrical drive, and
high impedance, which are indispensable circuit-level attributes, are foreign to SAT attacks.
The same holds true for cyclical topologies and tri-state signals, which are common in
transistor-level designs but do not exist in gate-level circuits. As a result, the utility and
efficacy of SAT attack in breaking TRAP has yet to be explored.

A theoretical security assessment of the TRAP architecture outlined in [TRW+17] was
conducted in [STR+19]. However, no quantitative experimental results from actual SAT
attacks were provided and no conclusions based on actual metrics were drawn. Toward
filling this void, the novel contributions of this paper include:

• An analysis of the challenges involved in modeling a transistor-level redaction fabric
and a derivation of solutions to enable application of SAT attacks to such circuits.
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• A quantitative assessment of the resilience of TRAP to SAT attacks, which corrobo-
rates the major breakthrough offered by logic redaction methods to the problem of
hardware IP protection.

The remainder of this paper is structured as follows: Section 2 states the threat model
considered in this work. Section 3 provides an overview of the conventional SAT attack.
Section 4 elucidates the additional provisions required for extending applicability of SAT
attacks to encompass switch-level transistor behavior. Section 5 describes the architecture
of TRAP, for which the full propositional logic model is derived in Section 6. Section 7
details our custom tool-set which enables SAT attacks to be launched on transistor-level
circuits (including TRAP) and Section 8 highlights the resistance of TRAP to attacks
launched by this tool-set, which is further discussed in Section 9.

2 Threat Model
In the attack scenario considered in this work, an adversary is attempting to steal IP from
an IC design, a portion of which has been redacted using a TRAP fabric, by way of a SAT
attack. To launch the attack, we assume that the adversary has access to two elements:
(i) a simulatable netlist of the protected IC design, and (ii) an unlocked operational part,
commonly referred to as an oracle, which allows black-box interrogation while preserving
the secrecy of the key. Furthermore, we assume that the adversary is able to access directly
the I/Os of the TRAP fabric through the use of a boundary scan chain, which is typically
available for the purpose of manufacturing testing, thereby eliminating the need to include
the much larger non-redacted circuit in the SAT attack. Armed with these capabilities, a
SAT attack can be launched to seek the secret key that instantiates the IP functionality
onto an unprogrammed circuit.

3 Gate-Level SAT Attack Fundamentals
To fully appreciate the challenges that arise while modeling and attacking TRAP with a
SAT attack, we start with a short review of its fundamental mechanics. The SAT attack
is an elegant algorithmic approach for retrieving a secret key that is necessary for realizing
some intended functionality embedded within a protected digital circuit.

The overarching strategy of the SAT attack is to rapidly prune incorrect values
from the possible key space in an iterative manner, until only correct key(s) remain.
To this end, it leverages the information gained by contrasting erroneous simulated
circuit outputs from incorrect keys against the correct oracle output for judiciously
selected inputs values. The original SAT attack [SRM15] and its numerous extensions
[KCV19, JHCK20, LPS21, HZY+21, ZJK17, SPJ19] have been shown to be highly effective
at deriving secret keys and breaking protected gate-level circuits that are too complex to
solve using brute-force methodologies.

3.1 SAT Attack Flow
The SAT attack procedure involves four distinct tasks:

1. Miter Formation: In this task, two copies of the protected circuit are instantiated
with common primary inputs but separate key inputs. A comparator then assesses
equivalence of the outputs of these two copies. This construct is referred to as a
miter and, expressed in propositional logic, serves as the basis for the SAT attack.

2. DIP Identification: In this task, a SAT solver (i.e., the algorithmic engine that
SAT attacks run on) searches for a primary input pattern for which the two copies
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Figure 3: SAT attack flow diagram

of the protected circuit in the miter produce different outputs. This is achieved by
solving the formula of the miter such that it produces a logic ‘1’ at its output. The
resulting primary input pattern causing the output discrepancy is referred to as a
distinguishing input pattern (DIP). Existence of a DIP implies that at least
one of the two keys separately feeding the circuit copies is wrong.

3. Miter Expansion: In this task, the oracle is queried with the DIP value from
the previous task and the corresponding correct function output is recorded. The
DIP and output are then used to further constrain the search space. Specifically,
two new copies of the protected circuit are added to the miter, with their primary
inputs matched to the logic values of the DIP and their key inputs tied to the key
inputs of the original two copies of the protected circuit. The outputs of the two
new copies are forced to match the oracle output for the DIP, as a prerequisite for
this expanded miter to produce a ‘1’ at its output. Essentially, the expanded miter
implicitly eliminates from the viable key options all values for which the previously
identified DIP produces an output that differs from the oracle output for that DIP.

4. Key Retrieval: In this final task, the information gathered from interrogating the
oracle with DIPs and collecting the corresponding responses is used to retrieve the
correct key through a new SAT formulation. A new construct is devised, wherein a
copy of the protected circuit is instantiated for each DIP found. Each copy receives
a unique DIP as a constant input and is forced to produce the corresponding oracle
output. All copies share the same key inputs. The SAT solver is then charged with
solving for one key such that all constraints of the formula representing this construct
are satisfied. In turn, this guarantees that the resulting key will instantiate a circuit
that will agree with the output of the oracle for every DIP included in the construct.
This correlation extends to every possible input pattern, not just DIPs.

As shown in the flow diagram of Figure 3, the SAT attack begins with miter formation.
In the first round, solving this miter identifies a DIP. If a DIP is found, the oracle is
consulted and the miter is expanded with additional constraints that prohibit revisiting the
DIP. This process repeats in successive rounds until no more DIPs exist. At this point, all
available information has been collected and the key retrieval task is performed to obtain
the correct key. In cases where different keys instate identical circuit functionality, the key
returned by the key retrieval task is guaranteed to realize the same outputs as the oracle
for all input combinations, but is not guaranteed to be the exact key used in the oracle.

3.2 Miter Comparator
Among the components involved in the SAT attack, we call attention to the comparator
that checks for output equivalence during DIP identification. Shown in Figure 4 is a
two-level OR-of-XORs logic gate representation of the comparator typically used to detect
any difference in the binary output vectors A and B produced by the two copies of the
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protected circuit. When this comparator is included in the miter expression and its output
is explicitly forced to ‘1’, a SAT solver attempts to manipulate the two circuit copies such
that their outputs differ in at least one bit. While this works well for gate-level digital
circuits, modifications are required to accommodate a more elaborate definition of output
equivalence needed for transistor-level circuits, as we discuss in Section 4.4.

Figure 4: Comparator for n-output circuit

3.3 SAT Solvers

Possibly the most important consideration to make when writing propositional logic models
that faithfully reflect circuit operation is to understand how a SAT solver works. SAT
solvers employ variations of the Davis–Putnam–Logemann–Loveland (DPLL) algorithm
[DP60, BM07] to search for possible solutions to a conjunctive normal form (CNF) logic
formula by assigning values to variables such that no clauses within the formula contradict
each other. This work utilizes a satisfiability modulo theories (SMT) solver, which includes
SAT solving in its capabilities, to convert handwritten models into CNF using internal
optimization tactics before solving [dMB08]. Poising a SAT or SMT solver to find a
solution to a miter1 causes the solver to return the first immediate solution it discovers; if
no solution exists, the solver definitively proves so before declaring the formula unsatisfiable.
Failing to properly constrain models gives agency to the solver to manipulate them in
ways that the modeled circuitry is incapable of, which may elicit unfaithful solutions.

4 Transistor-Level SAT Attack Adaptation

Applying the SAT attack described in Section 3 to TRAP accentuates multiple compli-
cations that arise when applying SAT attacks to any design with transistor-level switch
operation. Notions such as high-impedance, current direction, and electrical drive are
indispensable when describing transistor-level circuit functionality, yet they are not innately
understood by SAT solvers. Therefore, additional modeling effort is needed to express these
electrical notions as Boolean constructs and make them compatible with the operating level
of SAT solvers. Diligence in this modeling effort is particularly important, as incompletely
constrained formulations may allow the SAT solver to arrive at solutions which satisfy the
logic expression but do not reflect the actual capabilities of the circuit. In this section, we
elaborate on these challenges and introduce solutions to overcome them.

1Miter formation and solution is an inherent equivalence checking capability of logic synthesis and
verification packages, such as ABC [Ber12]. Therein, the traditional SAT formulation is complemented by
heuristics (e.g., fraiging in ABC). While such heuristics have proven helpful in the context of synthesis, they
are not effective in expediting SAT attacks, hence the hardware security community has not incorporated
them in state-of-the-art SAT attack software implementations. A short study comparing SAT attack
effectiveness when using ABC’s SAT solver [ES04] with and without fraiging, as well as when using a
contemporary SMT solver (i.e., Z3), can be found in https://github.com/aric-fowler/TRANSAT.git

https://github.com/aric-fowler/TRANSAT.git


584 A TRAP for SAT

(a) Inverter symbol and CMOS schematic
(b) NMOS switch

Figure 5: Transistor-Level Circuits

4.1 Transistor-Level Modeling of CMOS Gates
We first explain why modeling conventional CMOS logic gates at the transistor-level does
not suffer from the aforementioned challenges. From a logic perspective, transistors are
three-terminal switches that connect their source and drain terminals when the proper
voltage is placed at their gate terminal. In digital logic, signal voltages are discrete values,
so the operation of a transistor as a switch can be modeled using Boolean implication.

Consider the example CMOS topology of an inverter shown in Figure 5a. As in all
CMOS architectures [WH05], this design consists of transistor switches that compose a
pull-up and a pull-down path. The pull-up path (in orange) connects power supply V DD
to OUT when IN = 0 while the pull-down path (in blue) connects ground GND to OUT
when IN = 1. Connecting two nodes in this manner through a transistor switch is referred
to as logical causality and is expressed in propositional logic as a Boolean implication.
Here, Equation (1) describes the pull-up path and Equation (2) describes the pull-down
path.

IN ⇒ (V DD ⇔ OUT ) (1)
IN ⇒ (GND ⇔ OUT ) (2)

Transistor-level implementation of CMOS logic gates relies on a couple of assumptions
which simplify their propositional logic models. The first assumption is that gate inputs
are arranged such that the pull-up and pull-down paths are mutually exclusive. In the case
of the CMOS inverter of Figure 5a, the logic value of input IN can never be simultaneously
high and low, so the implications described in Equations (1) and (2) can be combined into
the single equivalence statement of Equation (3). The second assumption is that the signal
direction of the pull-up and pull-down paths is implicit because VDD and GND are power
rails enforcing a constant logical value. Since they always have greater electrical charge
than the CMOS gate output, OUT will always take on a logical value from VDD or GND;
never the other way around. This second assumption also allows us to substitute VDD and
GND with constant ‘1’ and ‘0’ values, respectively, thereby reducing Equation (3) to the
familiar gate-level Equation (4). This final simplification shows that, while it is possible to
model a conventional CMOS gate at the transistor level, it always reduces to the gate-level
formula, circumnavigating any complications that arise from transistor-level modeling.

OUT ⇔ (IN ∧GND) ∨ (IN ∧ V DD) (3)
OUT ⇔ IN (4)

4.2 Enabling Single-Transistor Modeling
The CMOS inverter covered in Section 4.1 is naturally compatible with a SAT attack
because the complete behavior of the digital circuit, Equation (4), is described by the
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same logic-level implications that a SAT solver natively understands. In non-CMOS
transistor-level implementations of digital circuits, however, accurate modeling of even a
single transistor becomes more involved, as it needs to incorporate the notions of signal
direction and electrical drive. Consider the NMOS transistor switch shown in Figure 5b,
for which Equation (5) describes logical causality between the logic values at the gate G,
source S, and drain D.

G⇒ (S ⇔ D) (5)

When the transistor is ON (closed switch), S and D share a logical value. This is
the same relationship that was previously used in transistor-level modeling of the CMOS
logic inverter in Equations (1) and (2). However, unlike in CMOS logic gates, where
the direction of signal flow is implicitly known (i.e., the source drives the drain of each
transistor in the gate), the signal flow through a single NMOS transistor could be either
from the source to the drain or vice versa. Furthermore, when the transistor is OFF (open
switch), the source and drain are unable to influence each other, and one or both may
become unconstrained. A SAT solver is free to assign these unconstrained variables any
value it chooses, ignorant of electrical operation. This renders Equation (5) insufficient
to enforce complete causality between G, D, and S of the NMOS switch. Additionally,
if S and D are both floating nodes, they would be incapable of electrically driving one
another, even when the transistor is ON. Note that this issue does not exist in gate-level
logic, where all outputs are guaranteed to be electrically driven.

Electrical drive and signal direction, which are both necessary for deriving an accurate
propositional logic model for the NMOS transistor, can be captured by introducing
appropriate Boolean variables. Specifically, a drive variable can be assigned to each
electrical node to supplement their existing logic values (e.g., VD for D, VS for S). When
a drive value at a particular node is ‘1’, it implies that the node is electrically driven and,
consequently, its logic value is valid. Conversely, if the drive value of a node is ‘0’, then
the logic value of the node should be considered arbitrary and inconsequential. A direction
variable can be assigned to each transistor (e.g., dS→D for the NMOS switch). A value of
‘1’ for a direction variable indicates that the source is driving the drain, while a value of ‘0’
indicates that the drain is driving the source, as shown by the arrows in Figure 5b.

Using these variables, we can determine whether the value of a transistor terminal is
valid by examining whether it is electrically connected through a path to a power rail. For
the source terminal, this can be established (i) through a direct connection to a primary
input, VDD or GND, which we express through a variable SisInOrP W R set to ‘1’, or (ii)
through the transistor itself, if the value of the drain terminal is driven, the transistor is
ON, and the direction variable of the transistor indicates that the signal flow is from the
drain to the source. For the drain terminal, this can be established (i) through a direct
connection to a primary input, which we express through a variable DisIn set to ‘1’, or (ii)
through the transistor itself, if the value of the source terminal is valid, the transistor is
ON, and the direction variable of the transistor indicates that the signal flow is from the
source to the drain. In propositional logic, these conditions are captured by the inclusive
disjunctions of Equations (6) and (7). We note that these are equivalences rather than
implications, because assessing electrical drive is absolute; either a node sees a path to an
electrical source or it does not. Together with Equation (5), these clauses form a complete
model for a single NMOS transistor.

VS ⇔ (SisInOrP W R ∨ (VD ∧G ∧ dS→D)) (6)
VD ⇔ (DisIn ∨ (VS ∧G ∧ dS→D)) (7)

A propositional logic model for a PMOS transistor can be derived similarly using the
same logical, drive, and direction variables as for the NMOS transistor. Note that the
logical variable G must be negated to reflect the reversed ON state of PMOS operation.
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Figure 6: Cyclical structure example in transistor-level circuit

4.3 Handling Cyclical Structures
Another challenge while modeling transistor-level circuits in propositional logic arises due
to cyclical connectivity. Consider the example two-transistor loop in Figure 6, along with
the third transistor which selectively connects an externally-driven input C to node A of
the loop. Using the methods devised for a single transistor in Section 4.2, a model for the
circuit can be derived, as shown in Equations (8) to (11).

(Gi ⇒ (S ⇔ D), (i, S, D) ∈ {(1, A, B), (2, A, B), (3, C, A)} (8)
VA ⇔ ((VB ∧G1 ∧ d1,A→B) ∨ (VB ∧G2 ∧ d2,A→B)
∨ (VC ∧G3 ∧ d3,C→A))

(9)

VB ⇔ ((VA ∧G1 ∧ d1,A→B) ∨ ((VA ∧G2 ∧ d2,A→B)) (10)
VC ⇔ (CisIn ∨ (VA ∧G3 ∧ d3,C→A)) (11)

At first glance, these equations appear to form a fully causal model for the transistor
loop in Figure 6. However, this model is not completely faithful to the operation of
electrical circuitry: under the circumstances described in Example 1, this model can
reduce to a circular reasoning fallacy, creating a cyclical logic loop that allows an
electrically undriven signal path to be reasoned as driven by a solver.

Example 1. Let us assume that, in the circuit of Figure 6, which is described by
Equations (8) to (11), node C is externally driven by an input signal (CisIn = 1,∴ VC = 1).
If transistor 3 is OFF (G3 = 0), then nodes A and B in the circuit are floating, so their
logical values should be disregarded as they cannot be electrically justified. Nonetheless,
the propositional logic model for the circuit can still be satisfied if transistors 1 and 2 are
ON (G1 = 1, G2 = 1). When both transistors are ON, direction variables d1,A→B , d2,A→B

must take on opposite values (e.g., d1,A→B = 1, d2,A→B = 0) in order to simultaneously
satisfy Equations (9) and (10). Upon the direction variables assuming values, Equations (9)
and (10) reduce to duplicate expressions VA ⇔ VB. This means that the only constraint
now is that the drive variables of nodes A and B (VA and VB) must be identical. Hence,
they can both be arbitrarily set to ‘1’, implying that their logical values (which are also
shared by Equation (8)) are electrically driven! In short, the logic model does not reflect
accurately the electrical operation of the circuit.

This inconsistency occurs because direction variables in the transistor loop are allowed
to point toward each other in cyclical succession to drive a signal while still satisfying
the constraints of the model. In hardware, this corresponds to a signal feeding into and
driving itself, which is not physically possible. To prevent a SAT solver from arriving at
this interpretation of the transistor loop model, a path count variable can be introduced
at each node. These new integer count variables2 cntA, cntB , and cntC are accompanied

2Integer variables can be translated to bit-vectors for SAT compatibility.
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Figure 7: Comparator for tri-state encoded n-output circuit

by additional logic clauses that prevent direction variables from forming a loop in order
satisfy electrical drive evaluation clauses such as Equations (9) to (11) when all transistors
in the loop are turned ON. Thereby, they forbid these clauses from reducing to a circularity.
Equations (12) to (15) dictate that when a transistor is ON and the direction variable
indicates that a signal flows from source to drain, then the count variable value at the
source must be less than the count variable value at the drain. The opposite applies when
the direction variable delineates that the signal flows from the drain to the source.

Collectively, Equations (8) to (15) compose an enhanced model that resolves the
inconsistency between logic and circuit operation incurred by cyclic structures. Revisiting
Example 1, an attempt to set the direction variables in a clockwise path (i.e., d1,A→B =
1, d2,A→B = 0) causes Equations (12) and (15) to contradict each other. Similarly,
an attempt to set the direction variables in a counterclockwise path (i.e., d1,A→B =
0, d2,A→B = 1) that creates a loop would cause a conflict between Equations (13) and (14).
Therefore, the enhanced model prevents cyclic structures from inducing circular reasoning,
ensuring that the propositional logic is congruent with the actual operation of the circuit.

(G1 ∧ d1,A→B)⇒ (cntA < cntB) (12)
(G1 ∧ d1,A→B)⇒ (cntB < cntA) (13)
(G2 ∧ d2,A→B)⇒ (cntA < cntB) (14)
(G2 ∧ d2,A→B)⇒ (cntB < cntA) (15)

4.4 Supporting Tri-State Nodes in SAT Attack
In addition to the challenges associated with deriving a propositional level model that
accurately reflects the capabilities of a transistor-level design, which were addressed in
Sections 4.2 and 4.3, launching a SAT attack on such a design faces obstacles related to
the high-impedance state that may occur on internal nodes or even outputs.

First, since SAT solvers only understand binary abstractions but nodes may be in one
of three states (i.e., ‘0’, ‘1’ or ‘high-impedance’), a second Boolean variable is required to
express the state of a node. Conveniently, the electrical drive Boolean variable introduced
in Section 4.2 fulfills this role perfectly, since a node is in a high-impedance state whenever
it is not electrically driven. Together, the variable expressing the logical value of a node A
and the variable expressing electrical drive validity VA sufficiently encode tri-state logic.

Second, since the tri-state outputs of a transistor-level circuit have to be encoded
using both a logic variable and an electrical drive variable, the miter comparator must
also be adjusted to account for high-impedance when assessing circuit output differences.
The original comparator described in Section 3.2 assesses whether two signals (Ai, Bi)
are different through a simple XOR gate. However, in the case of tri-stated signals,
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Figure 8: Architecture of a single TRAP unit, layouts, and die photos of TRAP fabrics

such a difference is only meaningful when the two signals are electrically driven (i.e.,
VAi

= VBi
= 1). With transistor-level granularity, additional opportunities to discover

DIPs exist when one of the two signals is electrically driven while the other is in a
high-impedance state (i.e., VAi 6= VBi), as these two signals can never be equivalent.
However, this is not the case when both signals are in high-impedance state, since a
generalized transistor-level digital circuit may express legitimate tri-state outputs. A
gate-level representation of an augmented comparator that can handle the high-impedance
state of encoded tri-state signals based on this discussion is shown in Figure 7.

5 TRAP Architecture
Applying the generalized modeling principles from Sections 4.1 to 4.3 to TRAP requires
sufficient knowledge of the target circuitry. TRAP [TRW+17] is a patented topology
[tra19, tra20, tra22], developed for protecting hardware IP through redaction [STR+19].
TRAP has been demonstrated in silicon in both planar (i.e., GlobalFoundries 65nm) and
FinFET (i.e., GlobalFoundries 12nm) fabrication technologies. A high-level architectural
description of TRAP is provided in this section, to assist with understanding the detailed
modeling of TRAP in Section 6.

Conceptually, TRAP is a continuous sea of both PMOS and NMOS transistors, on
which digital logic (including latches and flip-flops) can be formed by connecting these
transistors in appropriate topologies. These connections are delegated by programming bits
that can control the ON/OFF state of select transistors, and signals are routed from the
surrounding interface and interconnect network. In practice, a TRAP fabric is implemented
by tiling identical TRAP units in a rectangular array. Neighboring units can seamlessly
pass signals between them and accommodate implementation of functions that transcend
unit boundaries, thereby supporting the view of the TRAP fabric as a sea of transistors.

The prototypical TRAP unit, whose architecture is shown in Figure 8, is composed of
three distinct sections. Collectively, the unit houses configurable logic functions within its
transistor array (TA), supplies inputs and control signals to the TA through its inter-
face, and routes signals internally and to other TRAP units through the interconnect.
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5.1 Transistor Array (TA)
The transistor array is an arrangement of twenty-four transistors that instate logic functions
through the formation of pull-up paths to V DD and pull-down paths to GND. Its
transistor-level programmability allows for numerous configurations to realize a particular
function, some of which may follow the paradigm of standard CMOS logic gates while
others may explore alternative design styles. As shown in Figure 8, the TA of a single
unit contains three columns (C1, C2, and C3). Each TA column consists of four vertically-
oriented transistors (P3, P1, N1, and N3) and three horizontally-oriented transistors (P2,
NH, and N2) for logic implementation. An eighth transistor (NV) connects TA outputs to
the interconnect. TAs of horizontally-adjacent TRAP units can be directly connected by
turning on the horizontal transistors along the TA periphery (C3P2, C3NH, C3N2).

5.2 Interface
Each column of the TA is driven by its own programmable interface, which is the only
part of the TRAP unit with predetermined signal flow. Figure 8 shows the interface for
the first column C1 of the TA. The interface consists of two halves which are separately
tasked with feeding inputs to the PMOS and NMOS transistors of the TA, respectively.
Transistors P1, P2, and P3 within the TA may receive a signal from the interconnect, the
complement of that signal, or a constant programmable value. Transistors N1, N2, and N3
within the TA each may receive one of the three signals intended for a PMOS transistor
within their column, the complement of any of those signals, or a constant value. The
interface also provides constant signals to the NH and NV transistors.

5.3 Interconnect
The TRAP interconnect is a programmable structure tasked with routing input, output,
and intermediate logic signals around the fabric. Signals coming into or leaving TRAP are
introduced at the interconnect via physical wire connections. The interconnect is composed
of three sets of wire tracks (denoted L2, L3, and L4) and the programmable transistor
switches that connect them. A switch connection does not exist for every combination
of wire tracks; existing connections are indicated as junctions in Figure 8. The twelve
L2 tracks are local connections meant to carry signals to the interface and from the TA.
The nine L3 tracks and nine L4 tracks are horizontal and vertical tracks, respectively,
which can route signals around the TRAP unit. Additionally, two sets of nine transistor
switches connect L3 and L4 tracks from a unit’s interconnect to the L3 and L4 tracks of
the neighboring units to the right and above. These devices are not shown in Figure 8 but
are present and must be accounted for when modeling multi-unit TRAP fabrics.

6 Modeling TRAP in Propositional Logic
Using the modeling principles discussed in Sections 4.1 to 4.3, we now derive a propositional
logic model for TRAP that is faithful to the circuitry described in Section 5. To intuitively
explain the TRAP propositional model, we begin with the transistor array and extend
upwards through the interface and interconnect for a complete TRAP unit model.

6.1 Transistor Array (TA) Model
Constructing a propositional logic model for the TA shown in Figure 8 builds upon the
transistor-level modeling principles from Sections 4.2 and 4.3. Since all TA columns are
identical, the model for a single column Cx, shown in Figure 9, can be tiled to describe the
entire TA. Each transistor gate terminal is assigned a logic variable, while each net between
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Figure 9: Modeling a single TA column Cx (dashed lines delineate column boundaries)

transistors is assigned a logic variable, a drive variable, and a count variable. Logical
causation clauses, Equations (16) to (23), resemble Equation (5), with simplifications for
transistors with a source terminal connected to power (V DD = 1) or ground (GND = 0).
Constraints for electrical drive and direction, Equations (24) to (28), address the same
considerations as Equations (6) and (7), but with an additional simplification: vertically-
aligned transistors do not require direction modeling because it is assumed that the signal
will always flow from V DD or GND (the same reasoning is used in Section 4.1). Thus,
P2, N2 and NH transistors are the only TA devices that receive direction variables, shown
as blue arrows in Figure 9. Count variables for Equations (29) to (37) are assigned just as
in Section 4.3. The complete model for a single TA column Cx in Equations (16) to (37)
is applicable to all TA columns within a unit, x ∈ [1, 3].

CxP3⇒ CxP (16)
CxP2⇒ (CxP ⇔ Cx+1P ) (17)
CxP1⇒ (CxP ⇔ CxO) (18)

CxNH ⇒ (CxO ⇔ Cx+1O) (19)
CxNV ⇒ (CxO ⇔ CxL2Z) (20)
CxN1⇒ (CxN ⇔ CxO) (21)
CxN2⇒ (CxN ⇔ Cx+1N) (22)
CxN3⇒ CxN (23)
CxP1⇒ (dCx−1P 2 ∧ dCxP 2) (24)
CxN1⇒ (dCx−1N2 ∧ dCxN2) (25)
VCxP ⇔ (CxP3 ∨ (Cx−1P2 ∧ VCx−1P ∧ dCx−1P 2)

∨ (Cx+1P2 ∧ VCx+1P ∧ dCxP 2))
(26)

VCxO ⇔ ((CxP1 ∧ VCxP ) ∨ (CxN1 ∧ VCxN )
∨ (Cx−1NH ∧ VCx−1O ∧ dCx−1NH)
∨ (CxNH ∧ VCx+1O ∧ dCxNH))

(27)
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(a) PMOS-driving subsection
(b) NMOS-driving subsection

Figure 10: Detailed TRAP interface for a PMOS/NMOS pair

VCxN ⇔ (CxN3 ∨ (Cx−1N2 ∧ VCx−1N ∧ dCx−1N2)
∨ (Cx+1N2 ∧ VCx+1N ∧ dCxN2))

(28)

(CxP2 ∧ dCxP 2)⇒ (cntCxP < cntCx+1P ) (29)
(CxP2 ∧ dCxP 2)⇒ (cntCx+1P < cntCxP ) (30)

CxP1⇒ (cntCxP < cntCxO) (31)
(CxNH ∧ dCxNH)⇒ (cntCxO < cntCx+1O) (32)
(CxNH ∧ dCxNH)⇒ (cntCx+1O < cntCxO) (33)

CxNV ⇒ (cntCxO < cntCxL2Z) (34)
CxN1⇒ (cntCxN < cntCxO) (35)

(CxN2 ∧ dCxN2)⇒ (cntCxN < cntCx+1N ) (36)
(CxN2 ∧ dCxN2)⇒ (cntCx+1N < cntCxN ) (37)

For TA columns along the edge of a TRAP fabric, additional clauses for boundary
conditions must be asserted to prevent unconstrained nets from compromising faithful
functionality of the model. In instances where the TA column model clauses reference
C0 (when x = 1) or C4 (when x = 3), C0 and C4 represent the rightmost column of
the adjacent left unit and the leftmost column of the adjacent right unit in the TRAP
fabric, respectively. If no unit is present to the left, then the missing transistors Cx−1P2,
Cx−1NH, and Cx−1N2 are turned OFF using Equation (38). If no unit is present to the
right, then the transistors C3P2, C3NH, and C3N2 are turned OFF by Equation (39).

Cx−1P2 ∧ Cx−1NH ∧ Cx−1N2 (38)
C3P2 ∧ C3NH∧C3N2 (39)

6.2 Interface Model
The predetermined signal flow of the TRAP interface, which is shown in Figure 10,
eliminates the need for direction variables and simplifies evaluation of electrical drive
of internal interface nodes. Modeling the interface uses principles for both logic gates
(Section 4.1) and transistors (Section 4.2). Since the interface for each complementary
transistor pair Py, Ny in a TA column Cx is identical, the equations describing the interface
can be generalized for any transistor y ∈ [1, 3] in any column x ∈ [1, 3] of the TA. The
complete propositional model is defined in Equations (40) to (52), where programmable
values M1, M2, M3, M4, M5, M6, and M7 determine the interface configuration.

M1CxPy ⇒ (CxL1y ⇔ CxL2y) (40)
M1CxPy ⇒ (CxL1y ⇔ CxL2y) (41)
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Figure 11: Outgoing interconnect to neighboring TRAP units above, below, left, and right

M2CxPy ⇒ (CxPy ⇔ CxL1y) (42)
M2CxPy ⇒ (CxPy ⇔M3CxPy) (43)

VCxL2y ⇒M2CxPy (44)
M4CxNy ⇒ (CxNy ⇔ CxL11) (45)
M5CxNy ⇒ (CxNy ⇔ CxL12) (46)
M6CxNy ⇒ (CxNy ⇔ CxL13) (47)

(M4CxNy ∧M5CxNy ∧M6CxNy)
⇒ (CxNy ⇔M7CxNY )

(48)

M4CxNy ⇒M5CxNy ∨M6CxNy (49)
M5CxNy ⇒M4CxNy ∨M6CxNy (50)
M6CxNy ⇒M4CxNy ∨M5CxNy (51)

VCxL2y ⇒ (M4CxNy ∨M5CxNy ∨M6CxNy) (52)

Electrical drive variables are not required to ensure that the isolated interface model
properly emulates circuitry, but they must be considered when the interface model is
combined with the TA model. The TA model assumes that all incoming signals are driven,
so the interconnect model must guarantee that signals it feeds to the TA are driven.
Equations (43), (44), (48) and (52) are written such that if an interface input is not driven,
then the interface delivers a driven constant M3CxNy or M7CxNy instead.

6.3 Interconnect Model
The TRAP interconnect is a signal routing network composed of metal tracks selectively
connected by transistor switches. Hence, similar to modeling the TA, modeling the
interconnect in propositional logic requires the principles previously discussed in Sections 4.2
and 4.3. Unlike the TA model though, simplifications to the interconnect model based on
implicit signal direction cannot be established by structural inspection due to the absence
of power rails. All transistor gate terminals are driven by programmable values. For
the connections present in the interconnect shown in Figure 8, logic signal causality for
transistors connecting L4 and L3 wires, L3 and L2 wires, or L4 and L2 wires is generally
expressed by Equation (53), Equation (54), and Equations (55) and (56), respectively, for
j ∈ [1, 9], k ∈ [1, 9]. For L4 and L3 connections to neighboring TRAP units above (L4A),
below (L4B), left (L3W ), and right (L3Y ) of a given TRAP unit, as shown in Figure 11,
logic causality is described by Equations (57) to (60).

L3jL4k ⇒ (L3j ⇔ L4k) (53)
L3jCxL2y ⇒ (L3j ⇔ CxL2y) (54)
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L4kCxL2y ⇒ (L4k ⇔ CxL2y) (55)
L4kCxL2y ⇒ (L4k ⇔ CxL2Z) (56)
L3jWL3k ⇒ (L3jW ⇔ L3j) (57)
L3jY L3k ⇒ (L3j ⇔ L3jY ) (58)
L4kAL4k ⇒ (L4kA⇔ L4k) (59)
L4kBL4k ⇒ (L4k ⇔ L4kB) (60)

Determining electrical drive within the entire interconnect structure follows the same
rules as within the TA, with one altered consideration: rather than connecting directly
to power rails, interconnect L3 and L4 nets may receive externally-driven inputs, so all
clauses resemble Equation (7). L4 tracks connect to three L3 tracks, two L2 tracks, and the
L4 tracks above and below, resulting in the disjunction Equation (61). L3 tracks connect
to three L4 tracks, three L2 tracks, and the L3 tracks to the left and right, resulting in the
disjunction Equation (62). L2 (not including L2Z) wires are not candidates for receiving
external inputs, and connect to two L3 tracks and one L4 track, so their electrical validity
is determined by Equation (63). L2Z tracks also cannot receive external inputs, and lead
to L4 and L3 wires, so their electrical validity is determined by Equation (64).

VL4k ⇔ (isInL4k ∨ (L4kAL4k ∧ dL4kAL4k ∧ VL4kA)
∨ (L4kBL4k ∧ dL4kBL4k ∧ VL4kB)
∨ (L3j1L4k ∧ dL3j1L4k ∧ VL3j1)
∨ (L3j2L4k ∧ dL3j2L4k ∧ VL3j2)
∨ (L3j3L4k ∧ dL3j3L4k ∧ VL3j3)
∨ (L4kCxL2y ∧ dL4kCxL2y ∧ VCxL2y)
∨ (L4kCxL2Z ∧ dL4kCxL2Z ∧ VCxL2Z))

(61)

VL3j ⇔ (isInL3j ∨ (L3kY L3k ∧ dL3kY L3k ∧ VL3kY )
∨ (L3kWL3k ∧ dL3kW L3k ∧ VL3kW )
∨ (L3jL4k1 ∧ dL3j1L4k ∧ VL3j1)
∨ (L3jL4k2 ∧ dL3j2L4k ∧ VL3j2)
∨ (L3jL4k3 ∧ dL3j3L4k ∧ VL3j3)
∨ (L3jCx1L2y ∧ dL3jCx1L2y ∧ VCx1L2y)
∨ (L3jCx2L2y ∧ dL3jCx2L2y ∧ VCx2L2y)
∨ (L3jCx3L2Z ∧ dL3jCx3L2Z ∧ VCx3L2Z))

(62)

VCxL2y ⇔ (L3j1CxL2y ∧ dL3j1CxL2y ∧ VL3j1)
∨ (L3j2CxL2y ∧ dL3j2CxL2y ∧ VL3j2)
∨ (L4kCxL2y ∧ dL4kCxL2y ∧ VL4k)

(63)

VCxL2Z ⇔ (L3j1CxL2Z ∧ dL3j1CxL2Z ∧ VL3j1)
∨ (L3j2CxL2Z ∧ dL3j2CxL2Z ∧ VL3j2)
∨ (L3j3CxL2Z ∧ dL3j3CxL2Z ∧ VL3j3)
∨ (L4k1CxL2Z ∧ dL4k1CxL2Z ∧ VL4k1)
∨ (L4k2CxL2Z ∧ dL4k2CxL2Z ∧ VL4k2)
∨ (L4k3CxL2Z ∧ dL4k3CxL2Z ∧ VL4k3)

(64)

To prevent illegitimate loops from forming within the interconnect, such as in Example 1,
path count values are assessed at every connection between an L4 and an L3 wire, an L3
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and an L2 wire, or an L4 and an L2 wire, as shown in Equations (65) to (74). Two clauses
per transistor are used in the same fashion as Equations (12) to (15).

(L3jL4k ∧ dL3jL4k)⇒ (cntL3j < cntL4k) (65)
(L3jL4k ∧ dL3jL4k)⇒ (cntL4k < cntL3j) (66)

(L3jCxL2y ∧ dL3jCxL2y)⇒ (cntL3j < cntCxL2y) (67)
(L3jCxL2y ∧ dL3jCxL2y)⇒ (cntCxL2y < cntL3j) (68)

(L3jCxL2Z ∧ dL3jCxL2Z)⇒ (cntL3j < cntCxL2Z) (69)
(L3jCxL2Z ∧ dL3jCxL2Z)⇒ (cntCxL2Z < cntL3j) (70)
(L4kCxL2y ∧ dL4kCxL2y)⇒ (cntL4k < cntCxL2y) (71)
(L4kCxL2y ∧ dL4kCxL2y)⇒ (cntCxL2y < cntL4k) (72)

(L4kCxL2Z ∧ dL4kCxL2Z)⇒ (cntL4k < cntCxL2Z) (73)
(L4kCxL2Z ∧ dL4kCxL2Z)⇒ (cntCxL2Z < cntL4k) (74)

Boundary conditions constitute the final part of modeling the interconnect. Floating
nodes occur along the TRAP model perimeter when the interconnect model clauses point
to hypothetical L3 and L4 nets that are not actually present. For TRAP units without
at least one neighboring unit in any direction, an additional clause may be written to
forcefully turn all unconnected boundary transistors OFF and prevent floating nodes
from impacting model behavior. The most extensive example of this clause is shown in
Equation (75), which is the case where a TRAP unit has no neighbors in any direction.

L31WL31 ∧ · · · ∧ L31Y L31 ∧ · · · ∧ L41AL41 ∧ · · · ∧ L41BL41 ∧ · · · ∧ L49BL49 (75)

6.4 Complete TRAP Unit Model
Combining the TA, interface, and interconnect models described in Sections 6.1 to 6.3
produces a propositional logic model for a singular TRAP unit. However, one last facet
remains before the model fully embodies TRAP functionality. The path count variables
present within the interconnect and the TA effectively inhibit self-validating loops within
their own respective sections, but when combined with the interface, a cyclical topology
can be formed through the entire TRAP unit. This loop is unintentionally allowed because
the path count variables of the interconnect are not conveyed through the interface to the
transistor array path count clauses. This break in the path count variable chain allows
a signal’s count to reset when traveling through the interface. This creates a satisfiable
condition where a signal with no legitimate electrical origin can drive itself from the
interconnect to the interface, through the TA, and back up to the interconnect. Preventing
this loop requires that the path count variables of the interconnect are communicated to
the TA path count clauses, as facilitated by Equations (76) to (91). These clauses complete
the TRAP unit model, which is fully characterized by Equations (16) to (91). Multiple
copies of this unit model, each with unique identifiers, can be combined to represent a grid
of interlinked units that compose a TRAP fabric.

M2CxP3⇒ (cntCxL23 < cntCxP ) (76)
(M2CxP2 ∧ dCxP 2)⇒ (cntCxL22 < cntCx+1P ) (77)
(M2CxP2 ∧ dCxP 2)⇒ (cntCxL22 < cntCxP ) (78)

M2CxP1⇒ (cntCxL21 < cntCxO) (79)
M4CxN1⇒ (cntCxL21 < cntCxO) (80)
M5CxN1⇒ (cntCxL22 < cntCxO) (81)
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Figure 12: Flow diagram for our SAT attack tool-set

M6CxN1⇒ (cntCxL23 < cntCxO) (82)
(M4CxN2 ∧ dCxN2)⇒ (cntCxL21 < cntCx+1N ) (83)
(M5CxN2 ∧ dCxN2)⇒ (cntCxL22 < cntCx+1N ) (84)
(M6CxN2 ∧ dCxN2)⇒ (cntCxL23 < cntCx+1N ) (85)
(M4CxN2 ∧ dCxN2)⇒ (cntCxL21 < cntCxN ) (86)
(M5CxN2 ∧ dCxN2)⇒ (cntCxL22 < cntCxN ) (87)
(M6CxN2 ∧ dCxN2)⇒ (cntCxL23 < cntCxN ) (88)

M4CxN3⇒ (cntCxL21 < cntCxN ) (89)
M5CxN3⇒ (cntCxL22 < cntCxN ) (90)
M6CxN3⇒ (cntCxL23 < cntCxN ) (91)

7 SAT Attack Implementation
In order to launch a SAT attack against the TRAP model developed in Section 6, we
developed and are releasing a tool-set3 that constitutes the first known embodiment of a
SAT attack for transistor-level digital circuits. The flow of our tool-set, shown in Figure 12,
follows the generic SAT attack flow outlined in Figure 3. However, unlike the latter, it can
handle switch-level models that express tri-state signals, as discussed in Section 4.4.

Our attack tool is facilitated by (i) Python 3 [VRD09], in which miter formation,
miter expansion, key extraction circuit formation and overarching management of the
SAT attack are scripted, (ii) Microsoft’s Z3 satisfiability modulo theories (SMT) solver
[dMB08, BdMNW19], which is called for SAT solving and formula pre-processing tactics,
and (iii) the Icarus Verilog (iVerilog) simulator [Wil24], which queries oracle netlists to
obtain correct circuit responses.

We note that the extensive configurability of transistor-level protected circuits may
force the SAT attack to identify as many DIPs as there are unique input patterns. At this
point, if all input patterns have been found to be DIPs, the next DIP identification step is
guaranteed to return an unsatisfiable decision. To accelerate run-time, our tool skips the
DIP identification step in this scenario (i.e., it will not call the SAT solver) and assumes
an unsatisfied decision so that the attack can proceed directly to the key retrieval task.

8 Experimental Results
To evaluate the resilience of TRAP to SAT attacks, we staged a series of SAT attacks
against the TRAP fabric model outlined in Section 6 using the tool-set described in
Section 7. These attacks target increasingly more complex versions of TRAP, starting with

3See link: https://github.com/aric-fowler/TRANSAT.git

https://github.com/aric-fowler/TRANSAT.git
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Table 1: Results for SAT attacks carried out on TRAP models
Circuit # Inputs # Outputs # Key Inputs

CNF Model Attack

# Variables # Clauses Time to Break Break Round
(h:mm:ss) of Rounds Possible

TA
NAND2 2 1 20 125 324 0:00:01 5 / 5
NOR3 3 1 18 126 337 0:00:02 5 / 9
AOI22 4 1 16 127 341 0:00:01 4 / 17

TA+Ifc
NAND2 2 1 69 296 834 0:00:04 4 / 5
NOR3 3 1 69 297 836 0:00:09 8 / 9
AOI22 4 1 69 298 841 0:00:22 13 / 17

TRAP Unit
NAND2 2 1 177 549 2954 0:00:24 5 / 5
NOR3 3 1 177 550 2956 0:04:02 9 / 9
AOI22 4 1 177 551 2953 42:38:42 17 / 17

2 × 2 Fabric

NAND2 2 1 708 1935 11607 0:07:22 5 / 5
NOR3 3 1 708 1936 11601 10:28:31 9 / 9
AOI22 4 1 708 1937 11603 DNF† DNF† / 17
C17 5 2 708 1939 11607 DNF‡ DNF‡ / 33

† Terminated after 189 days, 5 hours, with 13 DIPs discovered
‡ Terminated after 99 days, 21 hours, with 11 DIPs discovered

a standalone TA and gradually adding the interface and the interconnect to complete a unit,
before proceeding to a 2× 2 (i.e., two-row, two-column) fabric. In each case, three basic
logic gates with increasing number of inputs (NAND2, NOR3, and AOI22) are used as the
target function. In the case of the 2× 2 fabric, we also attack C17, a small combinational
benchmark circuit [BF85] with 5 inputs and 2 outputs. Table 1 summarizes our results
and reports model size4, attack runtime, and the number of attack rounds completed
before extracting a valid key, along with the number of possible rounds (2m + 1, where
m is the number of oracle inputs). All attacks were single-threaded processes executed
on Linux-based Dell R630 servers, equipped with Xeon E5-2660 processors operating at
2.6 GHz. Each attack was repeated ten times and we report the shortest run-time result,
noting that no statistically significant variance was observed across these iterations.
Standalone TA: The smallest part of TRAP that can implement a logic function is the
TA, for which a model was derived in Section 6.1. To attack the TA, we pre-positioned
the inputs and outputs on the TA, such that at least one configuration implementing the
target functionality was possible. The absence of an interface necessitates this. All unused
transistor gate terminals were designated as key inputs. Because of this, the attack for
NAND2 functionality has more keys than the attacks for NOR3 and AOI22 functionality,
since NAND2 has fewer inputs. Our transistor-level SAT attack tool was able to easily
retrieve the key for each of these three functions in a similar number of rounds.
Combined TA and Interface: Next, we increased the target circuit complexity by
adding an interface, for which a model was derived in Section 6.2, to the TA. The absence
of an interconnect necessitates that inputs are pre-positioned on the interconnect to allow
for at least one correct implementation. In this case, however, key bits were not sacrificed
due to an increase in the number of inputs because the interface allocates separate nets
for inputs and keys. Compared to the attacks on the standalone TA, results of the attack
on the combined TA and interface show a small increase in attack time. This is justified
by the added functionality introduced by the interface, which increases the complexity
of the propositional logic model. Based on the results, the adverse impact of including
the interface is more pronounced as the number of inputs and complexity of the target
functionality increases. Indeed, both runtime and number of rounds required to break the
combined TA and interface rises as we step up from the NAND2 to the NOR3 and then
from the NOR3 to the AOI22.
Complete TRAP Unit: Adding an interconnect network, for which a model was derived
in Section 6.3, to the combined TA and interface model, and taking into consideration the

4While model size is weakly correlated to SAT hardness [Bj9], we note it to serve as a proxy to a
true complexity metric. Converting a model containing integer variables to CNF decomposes its integer
elements into binary equivalents, making models with different ranges of integers comparable.
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caveats described in Section 6.4, completes an entire TRAP unit. At this point, attacks
for the three functions start to exhibit great disparity in runtime. A key for NAND2
functionality on a TRAP unit can be retrieved in twenty-four seconds, while for NOR3 it
takes four minutes and for AOI22 it takes over forty hours. We also observe that while
solving for each of these functionalities, every single input pattern must be discovered as a
DIP. This is explained by the fact that the TRAP unit can implement a very large set of
different functions and is consistent with the difficulty SAT attack faces when launched
against highly configurable fabrics at any level [BMT+23].
2 × 2 TRAP Fabric: Extending our model to even a small 2× 2 array of TRAP fabric,
which can implement more complex functionality, results in a significant increase in SAT
attack runtime for the three target functions. In fact, after running continuously for six
and three months, respectively, the attacks on the AOI22 function and the C17 benchmark
(which is composed of six NAND2 gates), did not return a solution and were forcefully
terminated. Similar to the TRAP unit, for the two functions that completed on the 2 × 2
fabric, all input pattern combinations were visited as DIPs and the addition of an extra
input (from NAND2 to NOR3) resulted in a significant increase in runtime.

Collectively, our results on TRAP corroborate the following:

1. Increased model complexity arising from transistor-level circuit implementation
produces lengthier formulas that require longer solver runtime per round, resulting
in increased overall attack runtime.

2. Given a fixed-complexity model, capable of instating a variety of functions with
variable input cardinality, SAT attacks seeking to break functions with a larger
number of inputs require more DIP identification rounds, resulting in increased
overall attack runtime.

3. Owing to the model expansion resulting from its transistor-level granularity, as well
as its extensive space of implementable functions, TRAP is resistant to SAT attacks
for all but the simplest functions.

9 Discussion
While the propositional logic model that we developed accounts correctly and intuitively
for the circuit intricacies of the TRAP fabric (i.e., signal directionality, tri-state logic
and cyclical structures), it is relatively large and complex. Nevertheless, we posit that
the difficulty to compromise a circuit redacted through TRAP does not stem from the
complexity of the modeling effort but rather from the inherent complexity of the fabric.
In other words, while it may be possible to develop alternative, functionally equivalent
models for TRAP, it is unlikely that such models will materially reduce the runtime of
attacks. To support the position that TRAP is resistant to SAT attacks independent of
fabric expression, we provide the following three observations:

1. As documented in the recent literature [MAS+21, BMT+23], SAT attacks have
been unable to retrieve the programming key for reinstating the missing logic of
redacted circuits, even when the redaction is performed with logic-level
programmable fabrics. This is in sharp contrast to the results of SAT attacks on
logic-locked versions of these circuits, which can be broken in a relatively practical
amount of time. The reason behind the SAT attack’s difficulty to solve redacted
circuits has to do with the very large number of unique functions that these circuits
can be programmed to implement, as opposed to the limited number of functions that
logic-locked circuits can implement for the possible key values. The large number
of unique functions that a programmable fabric can instantiate, along with the
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concomitant complexity of the CNF model required to accurately express a fabric’s
capability to realize these functions, presents an obstacle that SAT attacks are unable
to surmount for practical circuits.

2. As a transistor-level programmable fabric, TRAP introduces additional challenges to
SAT attack, over and above what logic-level programmable fabrics present:

(a) In a logic-level programmable fabric, a signal can be in two different states
(low or high), which can be fully described through a single Boolean variable.
In contrast, the sea-of-transistors architecture of TRAP implies that a signal
can be in one of five different states (low driving in one direction, low driving
in the opposite direction, high driving in one direction, high driving in the
opposite direction, or electrically disconnected). Therefore, at least three
Boolean variables are required to express the state of a signal. Our formulation
has exactly three variables, the logic value, the direction, and the electrical
drive, hence none of these variables are redundant.

(b) In a logic-level programmable fabric, a hierarchical approach can be used to
decompose the complete Boolean functionality into logic functions which are
implemented by well-defined sub-modules of the fabric (e.g., LUTs in an FPGA).
Hierarchical modeling assists SAT attacks as the number of local choices is
contained at the boundary of each sub-module. In contrast, owing to its sea-of-
transistors architecture, TRAP cannot be modeled hierarchically because
there is no pre-defined logic-level module boundary. Any transistor in TRAP
can be combined with any other transistor anywhere else on TRAP to form
logic functions. Therefore, it is not possible to group transistors together and
reduce the number of variables required to express their functionality. The
only option is to model the logic-level capabilities of the entire TRAP fabric as
a giant LUT. This is not only specific to a given TRAP fabric size, but also
impractical to express explicitly and use in an attack.

3. Despite the elaborate capabilities that it must encompass and the inherent lack of
logic-level modularity, the proposed model scales linearly with fabric size,
attesting to its compactness. Also, when used in a SAT attack, it elicits a faithful
response (i.e., produced bitstreams are directly loadable onto the fabric). While
alternative models may contain different representations of TRAP, the extensive
capabilities of the fabric and the vast space of options for composing functions out
of transistors make it unlikely that an alternative model could be materially more
compact. Also, while alternative CNF formulations may lead to different SAT-solving
runtimes [Ala10], contemporary solvers, such as Z3, pre-process a given formulation
and generate their own internal representation on which they perform optimization
heuristics before solving, thereby ameliorating the impact of modeling inefficiency.

Based on these observations and considering the NP-complete nature of the problem
at hand, we conjecture that any improvement in the formulation of TRAP in CNF cannot
make a material difference with respect to TRAP’s resistance to SAT-attacks.

10 Conclusion
Despite their extensive success in compromising IP protection solutions for gate-level
circuits, conventional SAT attack methods are not equipped to handle transistor-level
programmable fabrics, such as TRAP. Concepts such as signal directionality, tri-state logic,
and cyclical structures, which are crucial for correctly expressing switch-level circuits, are
not natively reflected in the formulation used in logic-level SAT attacks. Nevertheless,
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additional modeling provisions that account for signal direction and electrical drive (Sec-
tions 4.2 and 4.3), along with an expanded signal equivalence definition that accounts
for high-impedance outputs (Section 4.4), can be introduced to make transistor-level
granularity compatible with SAT attacks. These solutions have been incorporated into a
generalized SAT attack tool-set, which in turn has been used to evaluate TRAP fabrics
for susceptibility to SAT attacks. Results from SAT attacks conducted on this fabric
provide insight regarding the complexity of transistor-level SAT attacks and elicit the
conclusion that TRAP is resilient to SAT attacks in all but the most trivial cases. This
latter finding supports the conjecture that a TRAP fabric will not reveal any reasonably-
sized IP programmed onto it, making it a prime protection topology for any practical
IC redaction application. Future modeling efforts will seek to extend applicability of
recently-developed sequential SAT attack methods [KCV19, SLPJ19, HZY+21] to include
circuits with transistor-level implementations of sequential digital circuits.
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