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TRNG Entropy Model in the Presence of Flicker
FM Noise

Adriaan Peetermans and Ingrid Verbauwhede

COSIC, KU Leuven, Leuven, Belgium, firstname.lastname@esat.kuleuven.be

Abstract. Flicker Frequency Modulated (FM) noise, which influences free-running
Ring Oscillators (ROs), can make a substantial contribution to the entropy generated
by RO-based True Random Number Generators (TRNGs). While current TRNG
stochastic models predominantly concentrate on white FM noise, the addition of flicker
FM noise could remarkably enrich the analysis of the TRNG entropy production rate.
This paper introduces an entropy model for TRNGs, employing Gaussian processes, to
estimate entropy generation from both white FM and flicker FM noise. We analytically
derive the flicker FM noise Auto-Correlation Function (ACF), enabling assessment of
entropy contributions conditioned on partial knowledge of the TRNG’s internal state.
Utilizing the developed model with commonly reported noise magnitudes found in
literature, it is determined that flicker FM noise holds the potential to substantially
enhance the TRNG’s entropy rate. However, due to considerable variation in reported
magnitudes across limited available research on flicker FM noise, it cannot yet be
universally accepted as a dependable source of TRNG entropy.

Keywords: TRNG - Stochastic entropy model - White FM noise - Flicker FM
noise

1 Introduction

As a fundamental building block capable of delivering a stream of fresh entropy, TRNGs
play an indispensable role in modern cryptographic systems. ROs are a popular component
in digital TRNG designs, as they are well studied, easily implemented and integrated
into a digital architecture and allow for some frequency flexibility, by varying the number
of stages. Consequently, numerous RO-based TRNG designs are found in literature, e.g.
the Elementary Ring Oscillator (ERO) TRNG [BLMT11], the Transition Effect Ring
Oscillator (TERO) TRNG [VD10], the Edge Sampling (ES) TRNG [YRGT18] or the
Coherent Sampling (COSO) TRNG [KG04].

Stochastic models, capable of estimating the TRNG entropy production are manda-
tory by international standards such as those set by BSI [PS22], NIST [TBK'18] and
ISO [ISO19]. Despite the abundance of TRNG stochastic models, many relying on the
presence of only white FM noise as seen in [PV22, HFBN15, BLMT11], the significance
of flicker FM noise was often disregarded or deemed less important. This is typically
justified by the rationale that accounting solely for the entropy provided by the white FM
noise component is adequate for establishing a lower bound on the entropy produced by
the TRNG [LF24]. Any entropy generated by other independent noise components was
regarded as a surplus that would not invalidate the entropy bound previously declared.

Increased attention for the flicker FM noise component [HTBF14, LB15, PV24] un-
derscores the need to incorporate this type of noise into TRNG models. Particularly,
recent research [BCFT24] has indicated that flicker FM noise can make a meaningful
contribution to the TRNG’s entropy production, thus emphasizing the importance of
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accurately describing it. Although [BCFT24] proposes a method for generating period
length samples for an RO under the influence of white FM and flicker FM noise, it lacks a
rigorous mathematical analysis to derive the TRNG output entropy density. This absence is
particularly unfortunate given the intriguing claim that an increased flicker FM magnitude
tends to reduce the observed correlation of the generated output bits. Instead, the study
relies on simulation results fitted to empirical data. Moreover, it assumes that the absence
of linear correlation in the output bits proves independence, which is crucial for the validity
of the reported entropy results.

Precisely modeling flicker FM noise is challenging due to its inherent long-term depen-
dencies, which arise from the physical nature of the charge carrier trapping and detrapping
process in the transistors that comprise the oscillator [GRNT91]. A trapped charge carrier
can affect the transistor’s drive strength over multiple oscillation periods, leading to a
sustained increase or decrease in the oscillating frequency. A notable effort was made
by [PV24], where a time-based analysis revealed the dependency of an oscillator’s excess
phase variance on the accumulation time length. However, this work lacks a comprehensive
description of the oscillator phase and a method for characterizing phase dependencies.
Additionally, it does not provide a method for estimating the entropy induced by flicker
FM noise. Instead [PV24] focuses on quantifying the magnitudes of the prevalent noise
types in free-running oscillators.

Apart from [PV24], there are only a limited number of flicker FM magnitude estimates
available: [HTBF14, LB15, FL14, BCF*24], which span multiple orders of magnitude. As
demonstrated in this study, the specific magnitude employed, notably impacts the resulting
entropy estimate, thereby dictating the extent to which the contribution of flicker FM
noise outweighs that of white FM noise in the total TRNG entropy rate.

The primary contributions of this work are as follows:

e An analytical derivation of the oscillator excess phase ACF, influenced by flicker
FM-shaped noise sources, is presented as a generalization of the phase variance
derivation in [PV24].

e This work proposes a simulation method for the phase process, similar to the approach
presented by [BCFT24]. However, our method offers a more robust mathematical
foundation. We achieve this by developing a unified Gaussian process model that
incorporates the ACF for both white FM and flicker FM noise.

e Simulation results using the constructed model compare the entropy produced in an
ERO TRNG under the influence of white FM and flicker FM noise, conditioned on
the oscillator’s phase or previously produced bit values.

2 Excess phase process

The phase of a noisy oscillator, that starts running at time ¢ = 0, is modeled as a real-valued
stochastic process through continuous time ¢ € R>q:

(I)(t) = 27[fnt + ¢0 + ‘I)e(t) fort € Rzm

with f,,, the nominal oscillator frequency, ¢, the initial phase at time ¢t = 0 and
{@e(t)} teRayt @ real-valued stochastic process describing the oscillator’s excess phase.
The excess phase is assumed to be unbiased (equal probability to become positive as to
become negative in value) through time. Therefore: Vi € Rxq : E[®.(t)] = 0, with E the
expectation operator.

The ACF is denoted as follows: R4 : R% — R by Ra(t;,t;) = E[A(t;)A(t;)], with
{A(t)}teT any stochastic process on t € T. Instead of the phase itself, properties of
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the oscillator are often described using the instantaneous relative frequency deviation:

Vi€ Rso: V() = W The phase ACF can be written in terms of the ACF for

this relative frequency deviation, by generalizing Eq. (8) from [PV24], ¥(t;,t;) € R%,

t;

che (ti,tj) = E[(I)e(ti)q)e(tj)] =E |:2J'Efn . Y(QZ)dQZQT[fn /tj Y(Hj)dﬁj]

—4n2f2/ /tj (0;)] d0;d0; —4n2f2/tb/ Ry (6:,6,)6,d0;.

(1)

2.1 Gaussian process

The excess phase: {<I>e(t) is assumed to behave as a Gaussian process, with zero

}tERzo
mean function: V¢ € Rxg : pu(t) = 0. The ACF fully describes the behavior of the excess
phase process. Sampling the excess phase at n time instances: (to,t1,...,tn—1) € RY,,

produces an n-dimensional multivariate normal distributed vector:
B, = (De(to), Pe(tr)y -, Pe(tn1))T ~ Ny (0n, Ze),

with mean vector: 0, an n X 1 all-zero vector and covariance matrix given by

Ry, (to, o) Rg (to,t1) ... Ro.(to,tn—1)
Rg, (t1,t0) Re,(t1,t1) ... R, (t1,tn-1)
Ye = : : - : : (2)
Ry, (tn—1,t0) Ro, (tn—1.t1) ... Ra (tn—1,tn—1)

2.2 Source of noise

The Power Spectral Density (PSD) for the relative frequency deviation, denoted by Sy (f),
with f the Fourier frequency, is assumed to be composed of a sum of noise contributions
of different type oo [HAB81]:

Sy(f)= > halfl* =D Sy=(f)- (3)

The noise magnitudes, h,, represent the magnitudes of the five most prevalent noise types
in oscillators: random walk FM (a = —2), flicker FM (o = —1), white FM (a = 0), flicker
PM (a = 1), and white PM («a = 2). The terms white and flicker refer to the shape of
the oscillator’s frequency or phase spectrum, hence the adjectives Frequency Modulated
(FM) and Phase Modulated (PM) are used in this text. Additionally, the contributions
are assumed mutually independent. Using the derivation outlined in Appendix A, the
excess phase random process is shown to consist of a sum of individual excess phase
noise contributions, {@g‘(t)}teRZO: Vi € Ryo @ ®(t) = Zi__z ®%(t). Each of these

contributions has a PSD following a power law: Sga (f) = (f”) half]e.

As experiments in [PV24] have shown, the noise types of interest when studying an
oscillator for a reasonable time frame are white FM (« = 0) and flicker FM (a = —1) noise.
In this work, these two noise types are exclusively studied and indicated by the indices -*
and -/ for white FM and flicker FM components respectively. The constants h,, = hg and
hy = h_; are used to indicate the noise magnitudes.
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2.3 Excess phase ACF
2.3.1 White FM noise

As assumed by [PV24], the relative frequency deviation, {Y (¢ is a Wide-Sense

Vhiersy
Stationary (WSS) process. Its ACF is therefore only dependent on the time shift and a
simplified notation is used: V(t;,t;) € R2, : Ry (t;,t;) = Ry (t; — t;) = Ry (7). Derived
in [PV24], under the influence of only white FM noise, the relative frequency deviation
ACF equals a scaled Dirac delta distribution function: Ry (7) = hod(7). Using Eq. (1),

the excess phase ACF becomes

ts tj
N (ti,t]‘) S R2>O : R¢e (Tfi, tj) = 4n2f5hw/ / 5(93 — 91)d9]d9l
- 0 0

= 47® f2hy, min(t;, t5).

2.3.2 Flicker FM noise

Generalizing the derivation made in Section II-D from [PV24], the excess phase ACF can
be obtained. The same assumption is made here: a band-limited version of the relative
frequency deviation, {Y(t)}te]R>o’ to the frequency interval [f, fn], under the action of

flicker FM noise, is WSS. From Eq. (13) in [PV24], the relative frequency deviation ACF
equals

fn
Ry(r) = 2hf/ cos2f7)

fu f
Using Eq. (1), the excess phase ACF can be obtained:

t;  ptj fn <(2 0. — 0,
Y(t;,t;) € R2, : Ro, (ti, 1)) :4n2f5/ / th/ cos( nfig ))dfdejdﬁi. (5)
- 0 0 1

The details of working out the integral and assuming f;, — oo are shown in Appendix B.
The following could be obtained:

V(ti,t]‘) € R2>0 : R@e (fi,tj) = 43‘[2f72lhftitj (3 — 2’Y — 2111(2J15fl‘tj — t1|)

g (e By gy (M Y
t t t L

The ACF becomes zero whenever t; = 0 or t; = 0. When t; = t; = t, the In|t; — ¢;| terms
cancel out and Eq. (6) reduces to Eq. (19) in [PV24].

Example 1. Take the following realistic values: f, = 520MHz, h,, = 18.9fs, hy =
1 x 1071 and f; = 1mHz. Figure 1 illustrates an example white FM and flicker FM
noise Gaussian process: {‘bg’(t)}teR>o (blue) and {@{(t)}teR>0 (red). The markers show
four realizations: ¢¥(t;) for t; € {Ops,1ps,3ps,4ps} and y € {w, f}. The confidence
region (one standard deviation above and below the mean containing 68 % of the samples)
and mean through time: |/Var[®¢(t)] and E[®Y(t)], given these four realizations, are

represented by a shaded area and a solid line respectively. Note the linear increase versus
the square root increase of the standard deviation through time for flicker FM versus white
FM noise.
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White FM and flicker FM noise Gaussian process
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Figure 1: Gaussian process for white FM (blue) and flicker FM (red) noise in Example 1.
The markers represent realized values for the excess phase process. The shaded area and
the solid line represent the standard deviation and mean for the process at any time
instant respectively, given the realizations: ®Y(t;) = ¥(t;) for t; € {Onps, 1ps, 3 ps, 4 s}

and y € {w, f}.
D Doy
>
Reference clock—l_

Figure 2: ERO TRNG reference architecture.

Enable
Random bit

3 ERO TRNG entropy model

To study the effects of flicker FM noise on the entropy generated by a TRNG, the ERO
TRNG is selected as the reference architecture in this work. As shown in Fig. 2, the ERO
TRNG being studied consists of a single free-running RO, a reference clocking signal and
a sampling flip-flop. Although this work assumes the reference clock is jitter-free, it is
important to note that, in reality, the reference clock may also exhibit jitter. Techniques
exist to transfer the jitter from the reference clock to the free-running oscillator under
study [FL14], allowing the results presented here to remain valid. However, when the
origin of the jitter in the reference clock is unknown, it should not be considered in the
entropy estimate.

From Section 2, both the white and flicker excess phase components can be considered
a Gaussian process. A random excess phase vector is defined as

58 = (q)lev(tl)v (I)g)(tQ)a ey (I)g)(tn)a (I)g(tl)v (I){:(tg), ey cbg(tn))Ta

describing the sampled excess phase at time instances (t1,to,...,t,) € RY,. The excess
phase vector is then multivariate normal distributed, as the white and flicker noise
components are independent: ®, ~ N>, (Ozm Ee). The covariance matrix is constructed
as
v 0
Y - e nxn , 7
e [onx” xf } @)
with O xrn, an n X n all zero matrix. The n X n matrices X% and Z£ are the covariance
matrices for the individual white and flicker noise components respectively, constructed
using the noise ACF, as illustrated in Eq. (2).
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3.1 Bit distribution

In an ERO TRNG, the oscillator is sampled at regular time intervals: t; = ity for
i €{1,2,...,n} and accumulation time, t,... The sampled value of the i-th bit, B;, equals

(I)(ti)J mod 2 — \\2nfnti+¢0+q>e(ti) ¢i+‘1)e(ti)J
T JT JT

Bi:{ Jmonzb‘f@t mod 2, (8)
with b4 = LMJ mod 2 and ¢; = (2 f,,t; + ¢o) mod xt, the number of completed half
cycles modulo two and fractional part of the current oscillator half cycle, both deterministic
quantities and @, the binary XOR operator. XORing with b¢ can be considered a form of
post-processing, as it does not alter the entropy content of the bit B;. Remove the XOR

post-processing to obtain an adjusted bit with identical entropy content:

BZ/- = \‘@%{)Q(MJ mod 2 = \fbl * (I)éu(t;c) + (I)g(tl)J mod 2.

B} is a discrete binary random variable, dependent on the oscillator excess phase,
. (t;), at sampling time ¢;. The conditional Probability Mass Function (PMF), given the
excess phase equals

1 ifb=|222] mod 2
/ (b = n
fBilq)E(t’)( %) {0 otherwise.
When considering m sample time instances: Vj € {0,1,...,m —1},Vi; € {1,2,...,n}:
(tigstiys---»ti, )T € RY, define the random bit vector B-= (Bi,,Bi,,...,B; )T, with
conditional PMF equal to

f55. (0| @) = Hfo . (1) (i, | Pi—1 + Pij—14m); (9)

where b;;, ©;; 1, and @;, 14, are the elements at the j-th, (i; — 1)-th, and (i; — 1+ n)-th

position in the vectors 1_;, and @, respectively. This PMF only equals one if for all m

indexes, i;, the bit b;, equals L¢i'+w'_;+w'_l+"j mod 2, with ¢;, 1 and @;,_14n, the

given excess white and flicker phase respectively for the index corresponding with sampling
time Li;-

3.2 Conditional distributions

This work assumes that an entity has observed or will observe a certain amount of
information about the ERO TRNG. This information could include the exact oscillator
phase value, ®*(t;) and ®/(¢;), or the produced output bit B! at specific sampling time
instances: t; € R>o. Take as an example: person A collecting future or previous TRNG
output. The collection of already observed random variables is referred to as the observed
part. The conditional distributions developed in this study, describe the distribution for
an unobserved part (phase or bit values), from the perspective of that entity who already
possesses knowledge of the observed part. For instance: the current bits’ distribution for
person A, given this person has the knowledge of different bits produced in the future or
past.

The n sampling time instances of interest are now partitioned in an observed part
{tig. tig, ... iio,  } and an unobserved part {t;u,t;,...,t;, }, containing n® and n*
tnne 1nstances respectively and n = n° + n*, the total number of samples under study. A
sample instance cannot be both observed and unobserved: V(k,j) € {0,1,...,n* — 1} x

{0,1,...,n° — 1}t iy # 2.
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The excess phase vector can be similarly partitioned (by reordering the indexes) into

- - T - T = T - T
observed and unobserved parts ®, = (P, P’ I S St )T, with: V(z,y) €
{o,u} x {w, f} : ®Y = (DY(tiz), PY(tir), .. .,@g(tizm))? Similarly, the random bit

vectors representing the observed and unobserved TRNG output equal Va € {o,u} : Bx =
(BZ’-g,BgT7 ooy Bl )T

-1
3.2.1 Conditioned on the oscillator phase

, given a realization of the

- - T - T T
The unobserved excess phase vector, ®% = (®g" ,dwT )
7

— gwT o, f" - R -
observed excess phase, ®2 = (®'* ,®27T )T = (p®", 7 )T = P, has a multivariate
normal conditional Probability Density Function (PDF):

Faia (P | 9°) = O (15 p1°, B210), (10)
with conditional covariance matrix equal to

xgu,w o Ego,wzgo,w—lxgu,w Onanu

Eu|o — .
e E};”’f — giew,fggo,f ggu,f

(11)

On“ Xn*
and conditional mean vector equal to

.
ulo
e =

Ego,w Ego,w:ll (P__fu
Ego,f ggo,f pf

The submatrices are derived from the excess phase covariance matrix in Eq. (7):

oo,w ou,w
ze Z:e

g |Bhew miww  Onxn

e Eoo,f Eou,f )
) % e e
nXxn Ego,f E:“’f

Note that only the conditional mean is dependent on the phase realization.

3.2.2 Conditioned on the output bits

Using Bayes’ rule, the conditional PDF for the random excess phase vector, <I;e, given the
observation of n° bits B° = b, equals

; (12)

with the unconditional excess phase PDF equal to the 2n-dimensional multivariate normal
distribution PDF, f(I;*E(QB) = PN, (B 02p, Xe). The unconditional marginal PMF, for a

- -

bit vector, f5(b) or equivalently fg,(b), can be found by integrating the unconditional
excess phase PDF over the subspace where [z (I;e(l_; | @), from Eq. (9), equals one:

-

f5(b)

L. 18561 D11 (@0 (1)
Example 2. Take the following realistic parameter values: f,, = 520 MHz, t,.. = 4.11 ps,
¢o = Orad (initial oscillator phase), h,, = 18.9fs (white noise strength, as in [PV24]), and
hy =100 x 10~'2 (flicker noise strength, with a noise corner around 5ys). In this example,
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two sampling time instances are considered: t1 = tyee and tg = 2t4e.. The random excess
phase vector becomes @, = (®¥(t1), ¥ (ts), B (t1), (I)f(tg))T The generated bit from the

first sample is observed equal to one, b;j; = 1 for 7§ = 1 and Bo = [Blo]. The probability
of sampling a one at the first samphng time instance, is obtained (ioy integrating the
unconditional total oscillator phase PDF over the area highlighted in Fig. 3 and equals

(1)) = /L | oy 0501 D)7 = 213%

with the unconditional excess phase covariance matrix equal to

RY (t1,t1) RY (t1,t2) 0 0

> = Rgc(t27tl) Rge(tg,tg) 0 0
e= 0 0 Ry () Ry (tm)
0 0 R} (t2,11) R (¢ (ta, t2)

Equation (12) determines that the knowledge of the first bit being equal to one, changes
the distributions for the white- and flicker excess phase at the second sample, as illustrated
by Figs. 4 and 5.

Oscillator phase PDF

T T T T T T 1 1 T
— fauy(®) H
Bi=—1

300 |-

200 |-

100 |-

Probability density [mrad-!]

-1.57  -1lm  -0.57 0 0.57 1n 1.5 27 2.57
Oscillator phase (¢) [rad]  +4.274n krad

Figure 3: Oscillator total phase PDF and integration area for the first sample being equal
to one.

3.3 Monte Carlo integration

Example 2 was generated by evaluating the four-dimensional multivariate normal PDF,
o, (+), at a four-dimensional grid. While providing accurate results, this approach quickly

v nf
fd» (t‘ (1) () \B’ ? I 1

—_ —_ 5Dl ( \B’
=} =}
o 1n r—r 1 I3
o o
= 0.57fF <
[N 5
[ [
b of @
© ©
< L
=% %
< -0.57f [
[ [
X X
5 5
— -1 —
w w

r 0 1In 2n-1n 0 In 2n
White phase (¢*) [rad] White phase (¢v) [rad]

Figure 4: Joint PDFs for the white and flicker excess phase at the first sampling time
instance: t1 (left) and second sampling time instance: t2 (right), conditioned on the first
sampled bit being equal to one.
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_ PDF difference at ¢ _ PDF difference at ¢,
° = 10-1
e 101 S 2 104
— — -7
< 0.5m 107 5 1 16
- - 10-1@
b3 )
2 g _10»1
o 197 =
C -0.57 1070 -1n -10°7
g £ -4
[*] -10t $ 2 -10
e 2 -10°1
w [V
-1n 2n-1r 0 Im 2n
White phase (¢") [rad] White phase (¢") [rad]

Figure 5: Difference between the unconditioned joint PDF and the conditioned joint PDF:
f@:(ti)@g(ti)w;(@w’ of 1) - f@éu(ti)@g(ti)(@“’, ©f), for t; equal to t; (left) or ¢ (right).

becomes intractable when dealing with more dimensions (i.e. the number of samples at
interest increases). When evaluating Eq. (12), only the denominator poses a problem. The
unconditional bit PMF, fé(g), requires the integration of a multivariate normal PDF in
a 2n-dimensional subspace, as shown by Eq. (13). No closed form solution exists when
there is correlation between the individual random variables or the integration boundaries
depend on more than one random variable.

The knowledge of the generated bit at time ¢;;: BZ’-J_ = b;;, leads to an additional

factor in Eq. (9). The excess phase becomes additionally constrained by the relation:

Dt . e . . . .
Ld)—:;(ﬁj mod 2 = b;,, which generates a periodic tilted bands integration region, with

period 27, in the ®¥(¢;,), ®{(t;,)-plane, as could be seen in Fig. 4 (left).
For evaluating the integral in Eq. (13), a Monte Carlo integration method is used.
Generate s random samples, ¢@; for i € {1,2,...,s}, from the excess phase distribution,
o, (multivariate normal). The ratio between the number of samples that fall inside the
integration region to the total number of generated samples is used as an approximation
to the integral in Eq. (13):
i@ ~ [ | Ie Bl o0 =Lic (2,5} (14)
For all the results presented in this work, the multivariate_normal () method from
the numpy.random (version 1.14.3) [SNR]| PYTHON library was used to generate one
million (s) samples.

S

3.4 Entropy study

Using Eq. (13) or Eq. (14) as an approximation, to obtain the unconditional PMF for
the bit vector B%*, the unconditional Shannon entropy for the unobserved bits can be
determined as usual:

HBY =— > fgz(b)logy(fg.(b)). (15)

be{0,1}*

3.4.1 Entropy conditioned on the oscillator phase

Given the realization of n° phase values, at sampling time instances (t;g,tie, ... stio o71)T €

R’g&: ®° = @ and combining Eqs. (9) and (10), the unobserved bits PMF, given the

e
observed oscillator phase at n° time instances equals

T _‘S(g| @°) = /}R2 ; fB*u|<1>*g(5| ‘p_*u)fq;%eq (Y | p°)dpt.

mol
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Oscillator phase PDF

T T T T T T T

T
200 | - — fow)B® | 1) ¥

\
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\ Byj=1|B, =1
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=
(<]
o
I

-4n -3n -2n -1n 0 1n 21 3n 4n 57
Oscillator phase (y) [rad] +8.548n krad

Figure 6: Oscillator total phase PDF and integration area for the second sample being equal
to one, conditioned on the first sample being equal to one (solid blue) and unconditioned
(dashed red).

From this conditional PMF, the conditional Shannon entropy, given the observed phase
values, H[B% | ®2 = ¢x°], can be determined similarly to Eq. (15).

3.4.2 Entropy conditioned on the output bits
Given again n° bit observations b® = (b2,b%,...,b%. )T € {0,1}"", at sampling time
instances (ti(‘)’, bigy oo ostio, | )T e R’;OO, we therefore have a realization: B = b2, Combining

Eqs. (9) and (12), the conditional unobserved bits PMF, given the realization of B can
be determined as follows:

fB_'u|§o (b'u, ‘ bo) - Ran fB_'u‘q;'e (bu | ‘)B)fq;HB_’o (96 ‘ bo)d(ﬁ
Using the Monte Carlo integration method from Section 3.3, this conditional PMF can be
estimated by the following ratio:
21D fB_'u’B_'O(buabo)
fpu g0 (b [ 0°) = ———5—
f50(b°)
with

- - 1 . - - )
fB_‘u,B_’O(buabo) ~ ‘{(Pz |fB"u\q;’e(bu | ‘Pi) = 1vf]3"o|q§'e(bo | Sai) =1li€ {1a27' . .,S}} ’

S

and with f g, (b_é) from Eq. (14). Use s randomly generated samples from the unconditional

multivariate normal @, distribution, @i for i € {1,2,...,s}. From the conditional PMF,
f Bu|Be the conditional Shannon entropy for the unobserved bits, given the observed bits,

H[B* | B° = b°], can be determined similar to Eq. (15).

Example 3. Given the scenario from Example 2, the total oscillator phase PDF is shown
in Fig. 6. Both the unconditional PDF as the conditional PDF, given the first sample
equaled one, are shown. The conditional probability of obtaining a one at the second
sample equals 52.8 % and the conditional Shannon entropy is H[Bj | B} = 1] = 0.998 bit.

3.4.3 Worst-case entropy

Despite the bimodal shape of the conditioned total oscillator phase PDF from Fig. 6 at
Example 3, the obtained Shannon entropy for the second sample, given the first sample
equals one is significantly larger than the entropy for the first sample, H[B]] = 0.747 bit
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Figure 7: Oscillator total phase PDF and worst-case entropy integration area for the
second sample being equal to one, given the first sample was one.

vs. H[B) | By = 1] = 0.998 bit. The area under the PDF curve used for determining the
bit probability is highly influenced by the horizontal position of the curve. This horizontal
position is determined by the nominal phase at the sampling time: 27w f,it,c. + ¢o mod 27
for the i-th sample, related to ¢; in Eq. (8). To eliminate the influence of the nominal
phase on the entropy, a worst-case entropy function is defined.

Definition 1. (Worst-case entropy) Given an oscillator total phase random variable at
some time instance ® :  — R and its corresponding random bit, B = L%J mod 2. A
worst-case random bit function, Berst(0g) : X [0,2m) — {0,1}, is defined as

‘I>+5¢

Bworst(5¢) = \‘ J mod 27
with 4, a deterministic phase offset. The worst-case Shannon entropy for B, conditioned
on an event in the event space, F € F, is equal to

Hyorst[B | E] = H[Buorst(6') | E],
with: (52’ = arg maxs, e[o,2x) P[Bworst(&i’) = 1]'

As the worst-case entropy is independent from a phase shift, one can assign a worst-case
entropy value to a phase random variable. Both the total oscillator phase as only the
excess oscillator phase have an equal worst-case entropy content, as they only differ in a
deterministic phase offset (nominal phase).

Definition 2. (Worst-case entropy for a phase random variable) Given an oscillator’s
total phase and excess phase random variables at some time instance ® : @ — R and
®, : Q@ — R. The worst-case Shannon entropy for ® and ®., conditioned on an event,
E € F, is equal to

Hworst [(I) | E} - Hworst [(I)e | E] = Hworst [B | E]a

with B : Q — {0,1}, a random bit extracted from that oscillator, B = LqﬂrT%J mod 2, for
any phase shift d4 € R.

Example 4. Given the scenario from Example 2, Fig. 7 provides the conditional PDF for
the total oscillator phase at the second sampling moment, given the first sample obtained
a one. The shaded area indicates the worst-case probability of obtaining a one, equaling
76.6 %. The worst-case Shannon entropy now becomes Hyorst[B5 | Bf = 1] = 0.785 bit,
which is significantly reduced compared to the regular Shannon entropy in Example 3, and
independent from the nominal oscillator phase.
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Table 1: Numerical values used for: hy,, Ay and t4.. and obtained white FM noise Hyorst-

Sampling speed

Estimate  hy, hy Corner 25 % 100 % 400 %
tacc Hworst tacc Hworst tacc Hworst
[fs] [1x107"]  [ps] [11s] [bit] [11s] [bit]  [ns]  [bit]
Low - 6.22 100 25.0 0.992 100 >0.999 400 > 0.999
Mid 18.9 104 5.00 1.25 0.0186 5.00 0.523 20.0 0.979
High - 9480 0.0434 0.0109 < 0.001 0.0434 <0.001 0.174 <0.001
E Worst-case entropy versus accumulation time
2 1 T T T T
2 0.999 hy, = 18.91s E
£ o.09H Other h, E
E 0.9F E
2 0.5F E
2 0.1 4
(2]
) 0.01 F E
S 0.001F &
7 0 L L L L
s 107 10°6 105 104
= Accumulation time (t,.) [s]

Figure 8: Worst-case Shannon entropy for a white FM noise source, versus accumulation
time. Entropy curves for noise magnitudes h,, = 18.9fs (solid red) and other magnitudes
(dashed gray) for reference: {5fs, 10fs,40fs, 80 fs, 160 fs} are shown.

4 Model simulation

The Gaussian process model, developed in Section 3, will now be used to generate entropy
estimates for an ERO TRNG affected by both white FM and flicker FM noise under
realistic operating conditions.

4.1 Noise magnitude

This section explains how the scaling constants h,, and hy, used to approximate both
the white FM and flicker FM noise magnitude, are selected. Based on the obtained noise
corner, the ERO TRNG sampling speed is determined as well. Table 1 lists the numerical
values used in the remainder of this work.

4.1.1 White FM noise magnitude

Throughout this work, a single magnitude for the white FM noise is used: h,, = 18.9fs.
As provided by Table 9 in [PV24], this value is lower than most other estimates in the
field and can therefore be considered as a conservative estimate.

There exists a one-to-one relation between the white FM noise component worst-case
Shannon entropy and the accumulation time. Figure 8 depicts this relation for the selected
white FM noise magnitude (solid red) and other magnitudes (dashed gray). Higher noise
magnitudes give a higher entropy value at a given accumulation time.

4.1.2 Flicker FM noise magnitude

This work considers three different magnitudes for the flicker FM noise component. At
the higher end of the spectrum, there is the magnitude as measured by [PV24], hy =
9.48 x 1079, At the lower end, the noise corner derived from the measurements in [HTBF14]
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Figure 9: Oscillator phase variance versus accumulation time for the three different flicker
FM noise magnitudes: {6.22 x 10712,1.04 x 10719,9.48 x 102}, represented by distinct
colors, used in this work.

lead to a magnitude hy = 6.22 x 107'2, when using the white noise strength estimate from
Section 4.1.1. The third value is selected in between, hy = 1.04 x 1071%, and approaches
what has been reported by [LB15] and [FL14]. A frequency value f; = 1 mHz is used for
the lower frequency bound in Eq. (6).

4.1.3 White FM - flicker FM noise corner

The presence of both white FM and flicker FM noise gives rise to a noise corner. The noise
corner represents a pair (tcor, Var [CID(tCO,,)] )7 for which the accumulated oscillator white FM
phase variance equals the accumulated flicker FM phase variance. From Eqs. (4) and (6),
the corner accumulation time satisfies the relation: ¢, (3 —2y—2In(2n fltcm)) = ’;T}U

Figure 9 depicts the accumulated oscillator phase variance versus accumulation time,
for the three flicker FM noise magnitudes considered in this work. For accumulation times
below the noise corner, the white FM noise component is dominant and the oscillator
phase variance increases linearly. Above the noise corner, the flicker FM noise component
dominates and the variance increases in a quadratic way. The dotted and dashed lines in
Fig. 9 represent the theoretical phase variance from Egs. (4) and (6) respectively. The
simulation results, when using the Gaussian process model are shown as solid opaque
curves. The noise corner accumulation time values obtained for the flicker FM magnitudes
are provided in Table 1.

4.1.4 Sampling speed

Depending on the flicker FM magnitude, the accumulation time is selected as 25 %, 100 %
and 400 % of the value of the noise corner. At 25 %, the white FM noise component will
dominate and at 400 %, the flicker FM noise component dominates. Table 1 provides the
accumulation times at interest and the corresponding worst-case Shannon entropy for the
white FM component, also visible in Fig. 8, when the ERO TRNG is sampled at t,.. time
intervals.

4.2 Entropy estimation

This section presents numerical results for the conditional ERO TRNG worst-case entropy,
from implementing the theory outlined in Sections 3.2 and 3.4. The subsections are
arranged in decreasing knowledge of the oscillator’s state: in Section 4.2.1, we assume the
observation of the complete oscillator phase, whereas in Section 4.2.2 only the produced
TRNG output bits are assumed to be known.
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4.2.1 Knowledge of the previous phase values

The worst-case Shannon entropy is evaluated when p previous sample phase values are
known, Hworst[{)—if | <I>§’P = @]. The entropy for the sixth bit from an ERO TRNG is
calculated, given the knowledge of the previous p sample phases, for p ranging from zero
up to five. The unobserved/observed excess phase vectors become

Su = (2 (t5), @1 (1)),

PP = (DY (t5), P (ta), - .., P (to—p), PL(t5), L (ta), ..., @I (te—p))",

for p € {0,1,...,5}. When p equals zero, no phase information is known and the entropy
becomes unconditioned. .

Note that from Eq. (11), the conditional covariance matrix for ‘I;g | ®oP = @ is
independent from the actual realized value of the previous sample phases, @, and that the
worst-case entropy is independent from a phase shift introduced by the conditional mean.
The worst-case entropy, given the knowledge of p previously obs_?rved sample phases is
therefore not influenced by the realized value itself: Hyorst ['1;}; | 827 = @] = Hyorst| @

vl
5P,

Knowledge of p previous sample phases Figures 10 to 12 provide the worst-case Shannon
entropy and phase standard deviation for the sixth bit, given knowledge of p previous
phase values, for flicker FM noise magnitudes 6.22 x 107!2, 1.04 x 1071% and 9.48 x 10~?
respectively. The entropy and phase standard deviation values are given for white FM

and flicker FM noise separately, Hyorst [¥(6) | «I»‘Z”’] and \/ Var D¢ (tg) | PSP |, for
y € {w, [}, respectively.

As seen from these figures, the entropy reduces significantly when the previous sample
phase is known, both for white FM and flicker FM noise. For white FM noise, the entropy
remains constant for p > 1 and the phase Variance equals the variance accumulated between
the fifth and sixth sample: Var[®¥(tg) | ®P] = 42 f2hoptace. For flicker FM noise, the
phase variance and therefore also the worst-case entropy keep reducing for increasing p,
although the reduction is minor compared to the reduction for p from zero to one and
reduces for higher p.

Knowledge of only the previous sample phase Elaborating on knowing only the phase
of the previous sample (p = 1), Fig. 13 depicts the worst-case Shannon entropy for white
FM and flicker FM noise separately, versus the accumulation time between the samples.
Curves are given for three time instances: tg, t1000 and t1000000, the sixth (given in previous
paragraph), thousandth and millionth bit, respectively. The worst-case white FM noise
Shannon entropy shown in Fig. 13 is identical to the solid red curve from Fig. 8. As seen
from this figure, given the knowledge of the previous sample’s phase, the worst-case entropy
for the flicker FM noise component is significantly higher, comparable or significantly
lower than the worst-case entropy for the white FM noise component, when using the high,
mid or low flicker FM noise magnitude estimate respectively from Table 1. Additionally,
increasing from the sixth to the millionth sampled bit, reduces the knowledge gained over
the current sample, when observing the previous sample’s phase value.

4.2.2 Knowledge of the previous bit values

In this section, only the value for the previous p sampled bits instead of the full oscillator
phase is assumed to be known. The entropy for the 300-th bit from an ERO TRNG is
calculated, given the knowledge of the previous p sampled bits, for p ranging from zero up
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Figure 10: Worst-case Shannon entropy (top) and oscillator phase standard deviation
(bottom), given the knowledge of p previous sample phase values, for p € {0,1,...,5} and
a flicker FM noise magnitude hy = 6.22 x 10712, Results are provided both for white FM
and flicker FM noise and for accumulation lengths: .. € {25.0 s, 100 ps, 400 ps}.
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Figure 11: Worst-case Shannon entropy (top) and oscillator phase standard deviation
(bottom), given the knowledge of p previous sample phase values, for p € {0,1,...,5} and
a flicker FM noise magnitude hy = 1.04 x 1071°. Results are provided both for white FM
and flicker FM noise and for accumulation lengths: t,.. € {1.25 s, 5.00 s, 20.0 ps}.
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Figure 12: Worst-case Shannon entropy (top) and oscillator phase standard deviation
(bottom), given the knowledge of p previous sample phase values, for p € {0,1,...,5} and
a flicker FM noise magnitude hy = 9.48 x 1072, Results are provided both for white FM
and flicker FM noise and for accumulation lengths: t,.. € {10.9ns,43.4ns, 174 ns}.
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Worst-case entropy versus accumulation time
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Figure 13: Worst-case flicker FM noise Shannon entropy, given the knowledge of
the previous sample’s phase value versus the accumulation time (t,..) between two
samples. Curves are plotted for three different flicker FM noise magnitudes: hy €
{6.22 x 10712,1.04 x 10719,9.48 x 1079}, a higher noise magnitude gives a higher entropy
value. For each flicker FM noise magnitude, three curves corresponding to the sixth,
thousandth and millionth bit are shown. The white FM noise entropy, from Fig. 8, is
shown for reference.

to ten. When p equals zero, the entropy for the unconditioned distribution is given. The
unobserved excess phase and observed bit vector become

U = (¥ (t300), @ (t300)) T,

B©oP = (Bagy, Bags, - - -, B3oo—p)T-

Figures 14 to 16 show the worst-case Shannon entropy for the 300-th bit, given
the knowledge of p previous sample bits, for flicker FM noise magnitudes 6.22 x 1072,
1.04 x 10710 and 9.48 x 10~? respectively. The entropy values are given for white FM and
flicker FM noise separately, Hyorst [@g(tgoo) | Bap], for y € {w, f}, respectively.

Figures 14 and 15 show high worst-case Shannon entropy values for both white FM
and flicker FM noise. The entropy reduces slightly with increasing number of known bits,
as each bit reveals some amount of information on the current oscillator phase. For the
higher sampling speeds in Fig. 16, the flicker FM worst-case Shannon entropy drastically
reduces even when a single bit is known.

4.3 Summary of simulation findings

The simulation results reveal several key insights regarding the worst-case entropy generated
by white FM and flicker FM noise in an ERO TRNG. Firstly, the worst-case entropy
decreases more significantly when previous phase values are known for flicker FM noise
compared to white FM noise. This could mainly be attributed to the dependencies in
consecutive period lengths caused by flicker FM noise. Additionally, at higher sampling
speeds, flicker FM noise may appear to contain more entropy than it actually does. This
overestimation of entropy is only detected when previous samples are also considered.
Lastly, the hy value plays a crucial role in determining the ratio of entropy contribution
between white and flicker noise, making it impossible to assert that flicker noise always
provides a meaningful contribution to the output entropy.

5 Conclusion and further research directions

This work presented a method for modeling the excess phase process of a free-running
oscillator. The time-domain model is based on the theory of Gaussian processes and is
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Figure 14: Worst-case Shannon entropy, given the knowledge of p previous sample bit
values, for p € {0,1,...,10} and a flicker FM noise magnitude: hy = 6.22 x 107!2. Results
are provided both for white FM and flicker FM noise and for accumulation lengths:
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Figure 15: Worst-case Shannon entropy, given the knowledge of p previous sample bit
values, for p € {0,1,...,10} and a flicker FM noise magnitude: iy = 1.04 x 10710, Results
are provided both for white FM and flicker FM noise and for accumulation lengths:

tace € {1.25ps,5.00 ps, 20.0 ns}.

Known previous sample bits, h;=9.48x 107"

1 Bl T T
0.9999

0.999 |

0.9F

——— White

— — Flicker
(] e = 11 083
A t,.,.=43ns
®  ty.=174ns

— e— i

— ]

Worst-case Shannon entropy [bit]

8

Number known previous bits (p) [-]

10

Figure 16: Worst-case Shannon entropy, given the knowledge of p previous sample bit
values, for p € {0,1,...,10} and a flicker FM noise magnitude: hy = 9.48 x 1072, Results
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specifically tailored for use of estimating the entropy produced by a TRNG. The focus of
this work was on the most prevalent noise types: white FM and flicker FM noise, but the
proposed model could be applied to noise sources with other spectral shapes (e.g. random
walk FM noise as described by [HABS81]) as well. For the two noise classes, the ACF
was analytically derived from the shape of the oscillator’s relative frequency deviation
spectrum.

Using Bayes’ theorem, the conditional ERO TRNG output bit distribution is analytically
derived from the Gaussian process excess phase model. These distributions allow observing
the change in phase PDF shape, when further knowledge on the TRNG state becomes
available. Additionally, the entropy produced by the TRNG is derived from the obtained
phase PDFs and the worst-case entropy concept was introduced to remove the deterministic
influence of the phase offset on the derived entropy figure.

Finally, this work presents some exploratory simulation results for the proposed entropy
model, using three different magnitudes for the flicker FM noise component, encountered in
the literature. The results show that flicker FM noise can indeed in some cases be a valid
source of TRNG entropy. However, due to the inherent long-lasting dependency, this noise
should be harvested with great care. Given a low flicker FM noise magnitude, the authors
conclude from Fig. 13 that the flicker FM noise only bears minimal entropy compared
to white FM noise at practical sampling speeds. Especially as there is a wide range of
flicker FM noise estimates available in literature, ranging from h¢ = 9.48 x 1079 in [PV24]
down to hy = 6.22 x 1072 in [HTBF14], more experimental evidence on potentially a
wider range of platforms should become available before flicker FM noise could be widely
accepted as a reliable source of TRNG entropy.

Besides from working on a more profound experimental validation of the flicker FM
noise magnitude, the authors believe further research should be focused on applying the
Gaussian process model on a more extended set of TRNG architectures, e.g. situations
where multiple oscillators are used. Additionally, studying the stopping time, when a
specified phase level is reached by the random process, is necessary to determine the
distribution for the oscillator’s period length, which in turn enables to augment existing
TRNG stochastic models with the existence of flicker FM noise.
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A Combination of multiple noise sources

In terms of the relative phase acceleration, Vt € R>o : A(t) = %Y( ), the relation from

Eq. (3) becomes Sa(f) = (2nf)2Sy (f) = Lo 5(2nf)2Sya(f) = Za__Q Sa«(f). The
relative phase acceleration is assumed stationary in [PV24], therefore Sa(f) = F {R A (T)}
Combine this by using the linearity of the Fourier Transform (FT):

2 2 2

=3 Sae(f) = Y F{Rao(n)} = ]-"{ 3 RAQ(T)} = F{Ra(7)},
a=-—2 a=-—2 a=—2

therefore, we have R4 (1) = Za, o Rao(7), with Rae (1) = F~H{(2nf)2Sya(f)}. The

relative phase acceleration ACF is similarly composed of a sum of independent contributions.

Satisfying this relation, we assume the relative phase acceleration equals Vt € R> :

A(t) = Y2, A%(t), with ¥(t;,t;) € R2g 1 Rao (t;,t;) = E[A%(t;)A%(t;)]. Indeed, the
ACF now equals Ra(t;,t;) = E[A(t;)A(t))] = E[Z%_72 A% ()32 A% (tj)} =

a;=—2
Yie2 Ly —a B[AY (1) A% (t))] = Yo, B[A%(t)A(t;)] = So__ Ran(ti, ), us-
ing V(t;,t;) € R2g, 05 # o : E[AY(t;)A% (t;)] = 0, due to the mutual independence of
the noise contributions.
We now define the individual excess phase noise contributions: ®¢ : R>g — R by

(1) = 2nf,, fo fo A%(v)dvdf, or equivalently by <> @a( ) = 2nf, A%(t). The total excess
phase then becomes

—2rcfn//A dz/d9—2nfn// v)drdd

Z 2mf,, / v)dvdd = Z oo (t

a=—2 a=—2

with the excess phase noise contribution PSD equal to Sga(f) = (2;11} Saa(f) =

2 2
(fT”) Sya(f) = (%”‘) half|*. The total oscillator phase therefore equals a sum of

independent noise contributions, added to a deterministic part, determined by the nominal
frequency, fn: ®(t) = 2nf,t + ¢o + 2(21:72 Do(t).

B Flicker FM noise ACF

Changing the order of integration in Eq. (5) and working out the integral obtains, V(t;,t;) €
RZ

fn t;  pt;
R@c (ti,tj) = 8E2f72lhf/ %/ / COS(?J’Ef(gj — 92))d0jd07,df
fi 0 0

= dnf2hy /ffh f12/0t (sin(ZJ'cf(tj —6,)) +sin(2nf9i))d9idf

) fnoq
= 2fnhf/f 7 (cos(?nf(tj —t;)) — cos(2mft;) — cos(2mft;) + l)df.
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When t; # t;, t; # 0 and t; # 0, the integral becomes

Ro. (s, tj) _ QfTQth < COS(QJTJ;hj%j — ti)) n J‘l:(tj ) Sin(?ﬂf;}itj — ti))
cos(2nfy(t; — t;))

—2n(t; — t;)? Ci(2nfolt; — ti]) +

sin (27 f;(t; — t;))

2f7

—n(t; —t;) +21%(t; — )2 Ci(2n filt; — til)

Ji
cos(2mfrt;) sin(2m fi.t ) 2,2
TJ _ ij] + 2022 Ci(2n fit;) (18)
cos(2mfit ;) sin(2n i) 2,2
_ 37 4 it 5 22— 2m*t? Ci(2m fit)
cos(2néfhti) —y sin(2m fpt;) + 2022 Ci(2nfuty)
2f2 In
cos(2mfit;) sin(2m fit;) 2,2 v 1 1 )
_ + mt; —2n°t; Ci2nfit;) + — — == |+
217 Ji (2t 2/ 2

with: Ci(-), the cosine integral, defined as Vo € Rsg : Ci(z) = — [ %o(e)dﬁ. When either
t; =t;, t; = 0 or t; = 0, the corresponding term simplifies to

cos(2m fty) sin(2m fty) 2.9
- 272 + mt,, 7 — 27ty Ci(2nfaty) =
for z € {l,h} and ty S {ti,tj, |tj — til}-
Similar as in [PV24], the upper frequency bound, f,, is assumed very large: f, — oco.
Using the property of the cosine integral: lim,_, ., Ci(z) = 0, Eq. (18) is simplified:

Rs, (ti,t;) = 2f3hf(cos(2ng};j - ti)) —n(t; - i)sin(2nfljgltj — ti))

+ 202 (t; — t;)? Ci(2nfy|t; — t4])
 cos(2nfit;) +m_sin(2nfltj) B

1
213

2n°t? Ci(2m fit;)

2f12 ! fl
cos(2m fit;) sin(2m fit;) 2.9 1 )
— + L, —2n°t; Ci(2nfit;) + — |-
2fl2 fl ( fl ) 2fl2

Reordering further to

7lsin2 (J'Efl(tj - ti)) B Sin(23‘£fg (t; — tl))

R, (ti,t;) = 4m>(t; — ti)szlhf(

2 mfE(t; —t;)? 2 fi(t; — ti)
+ Ci(@nhlt; ) + Wff(tlﬁf)Q) * J%Zf’%hf (19)
asins (A T - contit) - e

As in [PV24], it is assumed that the lower frequency limit, f;, is much smaller than
the inverse of the observed time, t, € {t;,t;,|t; —t;|} : Vt, € Ryo : fi € ti Therefore
y

sin(x)

nfity < 1. Using the property lim, g = 1, and using the Taylor series for Ci(z)
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(=a?)*

around z = 0: Ci(z) = y+In(z) + > o, Sr@ry and v representing the Euler-Mascheroni
constant, y ~ 0.577, Eq. (19) is further simplified for ¢; > 0, ¢t; > 0 and t; # t;:

3
R, (tit;) = 4m*(t; — t;)2f2h; (—2 +y+In(2nfilt; — ti)>
(20)

3 3
+4n’t3 frhy (2 ——— ln(QJ'Efltj)) + 4?3 f2hy (2 —y— ln(anlti)).

When t, = 0 for t, € {t;,t;,|t; — t;|}, the corresponding term in Eq. (20) reduces to zero:
An*t2 f2hy (3 —v —In(2nfit,)) = 0. Equation (20) can then further be simplified to obtain

Eq. (6).
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