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Abstract. Fault injection attacks represent a type of active, physical attack against
cryptographic circuits. Various countermeasures have been proposed to thwart such
attacks, however, the design and implementation of which are intricate, error-prone,
and laborious. The current formal fault-resistance verification approaches are limited
in efficiency and scalability. In this paper, we formalize the fault-resistance verification
problem and show that it is coNP-complete. We then devise a novel approach for
encoding the fault-resistance verification problem as the Boolean satisfiability (SAT)
problem so that modern off-the-shelf SAT solvers can be utilized. The approach is
implemented in an open-source tool FIRMER which is evaluated extensively on realistic
cryptographic circuit benchmarks. The experimental results show that FIRMER is
able to verify fault-resistance of almost all (72/76) benchmarks in 3 minutes (the
other three are verified in 35 minutes and the hardest one is verified in 4 hours). In
contrast, the prior approach fails on 31 fault-resistance verification tasks even after
24 hours (per task).
Keywords: Fault Injection · Cryptographic Circuits · SAT · Formal Verification

1 Introduction
Cryptographic circuits have been widely used in providing secure authentication, privacy,
and integrity, due to rising security risks in sensor networks, healthcare, cyber-physical
systems, and the Internet of Things [AIM10, TS21, NIS22]. However, cryptographic circuits
are vulnerable to various effective physical attacks, which remains an open challenge even
after two decades of research. This paper focuses on an infamously effective attack, i.e.,
fault injection attacks [BS97, BDF+14, BHL17, Bak22].

Fault injection attacks deliberately inject disturbances into a cryptographic circuit when
it is running cryptographic computation, and analyze the information from the correct (non-
faulty) and the incorrect (faulty) outputs, attempting to deduce information on the secret
key. Fault injection attacks allow the adversary to bypass certain assumptions in classical
cryptanalysis methods where the cipher is considered to be a black box and therefore cannot
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be tampered. The disturbances could be injected in various different ways, such as clock
glitches [ADN+10, ESH+11, SHO19], underpowering [SGD08], voltage glitches [ZDCT13],
electromagnetic pulses [DDRT12, DLM19, DLM21] and laser beams [SA03, RSDT13,
CLFT14, SFG+16, DBC+18]. Secret information can be deduced by differential fault
analysis [BS97], ineffective fault analysis [Cla07a], statistical fault analysis [FJLT13], and
statistical ineffective fault analysis [DEG+18]. Therefore, fault injection attacks pose a
severe security threat to embedded computing devices with cryptographic modules.

Both detection-based and correction-based countermeasures have been proposed to
defend against fault injection attacks [MSY06, AMR+20, SRM20]. The former aims to
detect fault injections and infect the output result with an error flag in the presence of
faults so an attacker cannot exploit them; the latter aims to correct the faulty cryptographic
computation in the presence of faults. An effective countermeasure must be fault-resistance,
i.e., detecting or correcting faults in time once they occur. Designing and implementing
secure, efficient, and low-cost cryptographic circuits is notably error-prone, hence it is
crucial to rigorously verify fault-resistance, especially at the gate level (which is closer to
the final circuit sent to the fab for the tape-out). Typically this is done at the last stage of
the front-end design so the flaws introduced by front-end tools (e.g., optimization passes)
can be detected.

There is more specialized work for assuring fault-resistance, (e.g., [SKK13, BGE+17,
SMD18, AWMN20, KRH17, SSR+20, WLR+21, NOV+22]), but almost all of them focus
on finding flaws or checking the effectiveness of user-specified instances (given by fault test
vectors). In principle, to achieve completeness, all the possible test vectors (varying in fault
types, injected gates, and clock cycles) must be checked under all valid input combinations,
which is virtually infeasible in practice, as already recognized, e.g., by [RBSS+21]. To
alleviate this issue, recently, a binary decision diagram (BDD) [Bry86] based approach,
called FIVER [RBSS+21], was proposed, which does not need to explicitly enumerate all
valid input combinations and is optimized to avoid some fault test vectors. However, it
still has to repeatedly build BDD models for a huge number of fault test vectors, failing to
verify relatively larger circuits in a reasonable amount of time. (For instance, it fails to
prove fault-resistance of a single-round 2-bit protected AES in 24 hours.)
Contributions. In this work, inspired by the consolidated fault model for precisely defin-
ing fault injection adversaries [RBSG23], we define a fault-resistance model as ζ(ne, nc, T, `),
where ne specifies the maximum number of fault events per clock cycle, nc specifies the
maximum number of clock cycles in which fault events can occur, T specifies the set of
allowed fault types including bit-set, bit-reset and bit-flip; and ` specifies the types of gates
that can be faulted including logic gates in combinational circuits and memory gates.

Note that, as in [RBSG23, RBSS+21], we focus on transient fault events that are of a
dynamic nature and become inactive after certain periods or changes in the circuit. More
precisely, each fault event is accompanied with the clock cycle of the fault injection. There
are persistent and permanent fault events which are of a static nature and will remain
active for several or even the entire clock cycles. As remarked by [RBSS+21], the latter
two can be modeled as repetitive transient fault events, thus are not explicitly considered
in the fault-resistance model. Moreover, following [RBSG23, RBSS+21], we assume that
the adversary can precisely control fault injections, consequently, fault-resistance against
random faults can be achieved as they can be encoded by fault vectors and our verification
approach covers all the feasible fault vectors. We formalize the fault-resistance verification
problem using the fault-resistance model which is shown to be coNP-complete.1 This lays
a solid foundation for the subsequent verification.

We propose novel SAT-based approaches for verifying fault-resistance. Technically, with

1In the computational complexity theory, coNP is the class of problems the complement of which are
in NP, where NP is the class of problems which can be solved in polynomial-time by a nondeterministic
Turing machine.
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a countermeasure and a fault-resistance model, we generate a new conditionally-controlled
faulty circuit, which is in turn reduced to the SAT problem. Intuitively we replace each
vulnerable gate with a designated gadget (i.e., sub-circuit) with (1) a control input for
controlling if a fault is injected on the gate, and (2) selection inputs for choosing which
fault type is injected. This approach avoids explicit enumeration of all the possible fault
test vectors and can fully utilize the conflict-driven clause learning (CDCL) feature of
modern SAT solvers. Furthermore, we introduce a reduction technique to safely reduce the
number of vulnerable gates when verifying fault-resistance, which significantly improves
the verification efficiency.

We implement our approach in an open-source tool FIRMER (Fault Injection counteR
Measure verifiER), based on Verilog gate-level netlists. We evaluate FIRMER on 33
realistic cryptographic circuits (i.e., rounds of AES, CRAFT, LED, GIFT, PRESENT and
SIMON) with both detection- and correction-based countermeasures, where the number
of gates ranges from 608 to 68,703. The results show that our approach is effective and
efficient in verifying the fault-resistance against various fault-resistant models. Almost all
the benchmarks (72 out of 76) can be verified in less than 3 minutes (except for three
which take 35 minutes and one which takes 4 hours). In comparison, FIVER runs out of
time (with timeout 24 hours) on 31 fault-resistance verification tasks in the same setting.

To summarize, we make the following major contributions:

• We formalize the fault-resistance verification problem and identify its coNP-complete
computational complexity for the first time.

• We propose a novel SAT-based approach for formally verifying fault-resistance with
an accelerating technique.

• We implement an open-source tool for verifying fault-resistance in Verilog gate-level
netlists.

• We extensively evaluate our tool on realistic cryptographic circuits, demonstrating
its effectiveness and efficiency.

Outline. Section 2 briefly recaps circuits, fault injection attacks and their countermeasures.
Section 3 formulates the fault-resistance verification problem, studies its computational
complexity, and introduces an illustrating example. Section 4 presents our SAT-based
verification approach. Section 5 reports experimental results. We discuss related work in
Section 6 and finally conclude this work in Section 7.

To foster further research, benchmarks, experimental data and the source code of our
tool are released at

https://github.com/S3L-official/FIRMER.

2 Preliminary
2.1 Notations
We denote by B the Boolean domain {0, 1} and by [n] the set of integers {1, · · · , n} for an
integer n ≥ 1. To describe standard circuits, we consider the logic gates: and (∧), or (∨),
nand (∧), nor (∨), xor (⊕), xnor (⊕), and not (¬), all of which are binary gates except
for not. Note that •(x1, x2) = ¬ • (x1, x2), so • may be used to denote • for • ∈ {∧,∨,⊕}.
In addition, we introduce three auxiliary logic gates to describe faulty circuits: nnot (¬),
set (u) and reset (t), where ¬x = x, u and t are two constant logic gates whose outputs
are 1 and 0, respectively.

2.2 Synchronous Circuits
We first introduce combinational circuits based on which we define synchronous circuits.

https://github.com/S3L-official/FIRMER
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Definition 1 (Combinational circuit). A combinational circuit C is a tuple
(V, I,O,E, g),

where
• V is a finite set of vertices, I ⊂ V is a set of inputs, and O ⊂ V is a set of outputs;
• E ⊆ (V \O)× (V \ I) is a set of edges each of which represents a wire connecting

two vertices and carrying a digital signal from the domain B;
• (V,E) forms a directed acyclic graph (DAG);
• each internal vertex v ∈ V \ (I ∪O) is a logic gate associated with its function, given

by g(v), whose fan-in size is equal to the in-degree of the vertex v.
Intuitively, a combinational circuit represents a Boolean function. The behavior of a

combinational circuit is memoryless, namely, the outputs depend solely on the inputs and
are independent of the circuit’s past history. The semantics of the combinational circuit C
is described by the associated Boolean function JCK : B|I| → B|O| such that for any signals
~x ∈ B|I| of the inputs I, JCK(~x) = ~y iff under the input signals ~x the output signals O of
the circuit C are ~y.

A (synchronous) sequential circuit is a combinational circuit with feedback synchronized
by a global clock. It has primary inputs, primary outputs, a combinational circuit and
memory in the form of registers (or flip-flops). The output signals of registers at a clock
cycle represent an internal state. At each clock cycle, the combinational circuit produces
its output using the current internal state and the primary inputs as its inputs. The
output comprises two parts: one is used as primary output while the other is stored in the
registers, which will be the internal state for the next clock cycle and can be seen as the
feedback of the combinational circuit to the next clock cycle.

We focus on round-based circuit implementations of cryptographic primitives so that
the synchronous circuits always have bounded clock cycles and can be automatically
unrolled by clock cycles. However, in theory, our methodology is generic and our approach
may be adapted to handle other architectures with bounded clock cycles. The details are
left as future work.
Definition 2 (Synchronous circuit). A k-clock cycle synchronous (sequential) circuit S
for k ≥ 1 is a tuple

(I,O,R, ~s0, C),
where

• I (resp. O) is a finite set of primary inputs (resp. primary outputs);
• R = R0 ] · · · ]Rk is a set of registers, called memory gates;
• ~s0 ∈ B|R0| gives initial signals to the memory gates in R0;
• C = {C1, · · · , Ck} where Ci = (Vi, Ii, Oi, Ei, gi) for each i ∈ [k] is a combinational

circuit. Moreover, the inputs Ii are only connected from the primary inputs and
memory gates Ri−1, the outputs Oi are only connected to the primary outputs and
memory gates Ri, and Vi ∩ Vj = ∅ for any j 6= i.

Since memory gates are used for synchronization only and are essentially the same as
the identity function, for the sake of presentation, we extend the function gi such that for
every memory gate r ∈ Ri−1, gi(r) = ¬. However, we emphasize that it may be changed if
fault injections are considered.

A state ~s of the circuit S comprises the output signals of the memory gates. At any
clock cycle i ∈ [k − 1], given a state ~si−1 and signals ~xi of the primary inputs I, the next
state ~si is JCiK(~si−1, ~x) projected onto the registers Ri and JCiK(~si−1, ~x) projected onto O
gives the primary outputs ~yi. In general, we write ~si−1

~xi|~yi−→ ~si for the state transition at
the i-th clock cycle.

A run π under a given sequence of primary inputs (~x1, · · · , ~xk) is a sequence
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~s0
~x1|~y1−→ ~s1

~x2|~y2−→ ~s2
~x3|~y3−→ ~s3 · · ·~sk−1

~xk|~yk−→ ~sk.

The semantics of the circuit S is described by its associated Boolean function

JSK : (B|I|)k → (B|O|)k

such that for any sequence of input signals ~x1, · · · , ~xk ∈ (B|I|)k, the following condition
holds:

JSK(~x1, · · · , ~xk) = (~y1, · · · , ~yk) iff ~s0
~x1|~y1−→ ~s1

~x2|~y2−→ ~s2
~x3|~y3−→ ~s3 · · ·~sk−1

~xk|~yk−→ ~sk.

Given an output o ∈ O, we define JSK↓o as a function such that for any sequence of
input signals ~x1, · · · , ~xk ∈ (B|I|)k, JSK↓o(~x1, · · · , ~xk) is the signal of the output o at the
k-th clock cycle. Given a clock cycle i ∈ [k], we denote by Si the sub-circuit of the circuit
S in which all the combinational circuits Cj for j > i are removed. Thus, for any sequence
of input signals ~x1, · · · , ~xk ∈ (B|I|)k such that JSK(~x1, · · · , ~xk) = (~y1, · · · , ~yk), we have:
JSiK(~x1, · · · , ~xi) = (~y1, · · · , ~yi). Furthermore, JSiK↓o(~x1, · · · , ~xi) is the signal of the output
o of the circuits Si and S at the i-th clock cycle.

We remark that in practice, the combinational circuits Ci’s in round-based hardware
implementations of a cryptographic primitive are often similar (many of them are actually
the same up to renaming of the vertices), because the internal rounds of a cryptographic
primitive often perform similar computations. Furthermore, only partial signals of primary
inputs I may be used in one clock cycle and only the signals of primary outputs O produced
in the last clock cycle may be useful for the circuit functionality (in which case the signals
of primary outputs O in the other clock cycles are useless for the circuit functionality).
Our formalization is designed to be general.

2.3 Fault Injection Attacks
Fault injection attacks are a type of physical attacks that actively inject faults on some logic
and/or memory gates during the execution of a cryptographic circuit and then statistically
analyze the faulty primary outputs to deduce sensitive data such as the cryptographic
key [Bak22]. Over the last two decades, various fault injection mechanisms have been
proposed such as clock glitches [ADN+10, ESH+11, SHO19], underpowering [SGD08],
voltage glitches [ZDCT13], electromagnetic pulses [DDRT12, DLM19, DLM21], and laser
beams [SA03, RSDT13, CLFT14, SFG+16, DBC+18].

Clock glitch causes transient faults in circuits by tampering with a clock signal with
glitches. Under the normal clock, the clock cycle is larger than the maximum path delay
in combinational circuits, allowing full propagation of the signals so that the input signals
to memory gates are stable before the next clock signal triggers the sampling process of
the memory gates. In contrast, under a clock with glitches, some clock periods are shorter
than the maximum path delay so the input signals to memory gates become unstable (i.e.,
only parts of input signals have reached). As a result, the memory gates may sample faulty
results.

Underpowering and voltage glitches are similar to clock glitches except that underpow-
ering lowers the supply voltage of the device throughout an entire execution while voltage
glitches only lower the supply voltage for a limited period of time during an execution. In
contrast to clock glitches that decrease clock periods, lowering supply voltage increases
the maximum path delay in combinatorial circuits which also induces memory gates to
sample faulty results.

Electromagnetic pulses induce currents in wire loops that are power and ground
networks in integrated circuits. The induced current in a wire loop leads to a (negative or
positive) voltage swing between the power and ground grid. A negative (resp. positive)
voltage swings decreases (resp. increases) the clock and input signals to memory gates,
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often leading to reset (resp. set) of the corresponding memory gates, thus injecting faults on
memory gates. A laser beam on a transistor produces a dense distribution of electron-hole
pairs along the laser path, leading to a reduced voltage and eventually a temporary drift
current. The temporary drift current can be used to alter the output signal of a (logic or
memory) gate.

Clock glitches, underpowering and voltage glitches are non-invasive, as they do not
require a modification of the targeted device, thus are considered as rather inexpensive. In
contrast, electromagnetic pulses and laser beams are semi-invasive, allowing the adversary
to inject localized faults, thus have higher precision than non-invasive attacks, but still at
reasonable equipment and expertise requirement.

2.4 Countermeasures
Various countermeasures have been proposed to defend against fault injection attacks.
For clock glitches, underpowering and voltage glitches, an alternative implementation of
the circuit can be developed where signal path delays in combinatorial circuits are made
independent of the sensitive data. For instance, delay components can be added to certain
signal paths [GAS14, ELH+15], or combinational circuits can be reorganized [EWW16],
so that the arrival time of all output signals of logic gates are independent of the sensitive
data. However, such countermeasures fail to defend against electromagnetic pulses and
laser beams.

Redundancy-based countermeasures are proposed to detect the presence of a fault. For
instance, spatial redundancy recomputes the output multiple times in parallel [MSY06];
temporal redundancy recomputes the output multiple times consecutively [MSY06], and
information redundancy leverages linear error code from coding theory [AMR+20]. Once a
fault is detected, the output is omitted or the sensitive data is destroyed, with an error flag
signal. However, such countermeasures are still vulnerable against advanced fault injection
attacks such as Ineffective Fault Attack (IFA) [Cla07b] and Statistical Ineffective Fault
Analysis (SIFA) [DEK+18]. The linear error-code based approach proposed in [AMR+20]
was extended in [SRM20], which can correct faults to protect against IFA and SIFA.

In this work, we are interested in verifying redundancy based countermeasures including
detection- and correction-based ones [MSY06, AMR+20, SRM20]. We do not consider
countermeasures that make the arrival time of all output signals of logic gates independent
of the sensitive data [GAS14, ELH+15], as they fail to defend against more advanced fault
injection attacks.

3 The Fault-Resistance Verification Problem
In this section, inspired by the consolidated fault model [RBSG23], we first formalize the
fault-resistance verification problem, and then present an illustrating example.

3.1 Problem Formulation
Fix a k-clock cycle circuit S = (I,O,R, ~s0, C), where C = {C1, · · · , Ck} and Ci =
(Vi, Ii, Oi, Ei, gi) for each i ∈ [k]. We assume that S is a cryptographic circuit without
deploying any countermeasures. Let S ′ = (I,O′,R′, ~s′0, C′) be the protected counterpart of
S using a detection-based or correction-based countermeasure [MSY06, AMR+20, SRM20],
where C′ = {C ′1, · · · , C ′k} and C ′i = (V ′i , I ′i, O′i, E′i, g′i) for each i ∈ [k]. We assume that
O′ = O ∪ {oflag}, where oflag is an error flag output indicating whether a fault was
detected when the circuit S ′ adopts a detection-based countermeasure. If S ′ adopts a
correction-based countermeasure, i.e., no error flag output is involved, for clarity, we
assume that the error flag output oflag is added but is always 0.
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To formalize the fault-resistance verification problem, we first introduce some notations.
We denote by B the blacklist of gates that are protected against fault injection attacks.
Note that the blacklist B is configurable which may be empty as in [RBSS+21]. It
usually contains the gates used in the sub-circuits implementing a detection or correction
mechanism, otherwise, the adversary can directly inject faults into them. It can be seen as
a set of minimal vulnerable gates that should be protected. Note that the effects of faults
injected on the other gates can be propagated into the gates in B.

To model the effects of different fault injections, we introduce the following three fault
types:

• bit-set fault τs: when injected on a gate, its output becomes 1;
• bit-reset fault τr: when injected on a gate, its output becomes 0;
• bit-flip fault τbf : when injected on a gate, its output is flipped, i.e., either from 1 to

0 or from 0 to 1.

These fault types are able to capture all the effects of faults induced by both non-
invasive fault injections (i.e., clock glitches, underpowering and voltage glitches) and
semi-invasive fault injections (i.e., electromagnetic pulses and laser beams). We refer
readers to [RBSG23] for the detailed discussion. We denote by T = {τs, τr, τbf} the set of
fault types.

A fault injection with fault type τ ∈ T on a gate can be exactly characterized by
replacing its associated function • with τ(•), where

τ(•) :=

 u, if τ = τs;
t, if τ = τr;
•, if τ = τbf .

To specify when, where and how a fault is injected, we introduce fault events.

Definition 3 (Fault event). A fault event is given by e(σ, β, τ), where

• σ ∈ [k] specifies the clock cycle of the fault injection, namely, the fault injection
occurs at the σ-th clock cycle;

• β ∈ R′σ−1 ∪V ′σ \ (I ′σ ∪O′σ) specifies the gate on which the fault is injected; we require
that β 6∈ B;

• τ ∈ T specifies the fault type of the fault injection.

A fault event e(σ, β, τ) yields the faulty circuit S ′[e(σ, β, τ)] = (I,O′,R′, ~s′0, C′′), where
C′′ = {C ′′1 , · · · , C ′′k }, for each i ∈ [k] and every β′ ∈ R′σ−1 ∪ V ′σ \ (I ′σ ∪O′σ),

• C ′′i :=
{

(V ′i , I ′i, O′i, E′′i , g′′i ), if i = σ;
C ′i, if i 6= σ;

• g′′σ(β′) :=
{
τ(g′σ(β)), if β′ = β;
g′σ(β), if β′ 6= β,

• E′′i is obtained from E′i by removing the incoming edges of β if τ ∈ {τs, τr}.

Intuitively, the faulty circuit S ′[e(σ, β, τ)] is the same as the circuit S ′ except that the
function g′σ(β) of the gate β is transiently replaced by τ(g′σ(β)) in the σ-th clock cycle,
while all the other gates at all the clock cycles remain the same. We denote by τ(β) the
faulty counterpart of the gate β with fault type τ .

In practice, multiple fault events can occur simultaneously during the same clock
cycle and/or consecutively in different clock cycles, allowing the adversary to conduct
sophisticated fault injection attacks. To formalize this, we introduce fault vectors, as a
generalization of fault events.

Definition 4 (Fault vector). A fault vector V(S ′,B, T ) is given by a (non-empty) set of
fault events
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V(S ′,B, T ) :=
{

e(α1, β1, τ1), · · · , e(αm, βm, τm) | ∀i, j ∈ [m].αi ∈ [k] ∧ τi ∈ T∧
(i 6= j ∧ αi = αj =⇒ βi 6= βj)

}
.

A fault can be injected to a gate at most once in the circuit S ′, but multiple faults
can be injected to different gates, in the same or different clock cycles. Note that S ′ is
unrolled with clock cycles where each physical gate in the original circuit is renamed in
different clock cycles. As a result, different gates in a fault vector may correspond to the
same physical gate in the original circuit, allowing us to capture persistent and permanent
faults (called multi-cycle faults hereafter) using fault vectors.

For instance, consider a physical gate β 6∈ B in the original circuit. The unrolled
counterpart S ′ consists of k versions {β1, · · · , βk} of the physical gate β, where the gate
βk denotes the physical gate β in the k-th clock cycle of the original circuit. A d-cycle
fault on the physical gate β with fault type τ is captured by the set of fault vectors{

Vα(S ′,B, {τ}) | 0 ≤ α < k
}
, where the fault vector Vα(S ′,B, {τ}) is defined as

Vα(S ′,B, {τ}) =
{

e(α+ 1, βα+1, τ), · · · , e(α+ d′, βα+d′ , τ) | d′ = min(d, k − α)
}
.

A fault vector V(S ′,B, T ) on the circuit S ′ yields the faulty circuit S ′[V(S ′,B, T )],
which is obtained by iteratively applying fault events in V(S ′,B, T ), i.e.,

S ′[V(S ′,B, T )] := S ′[e(α1, β1, τ1)] · · · [e(αm, βm, τm)].

Definition 5 (Effectiveness of fault vectors). A fault vector V(S ′,B, T ) is effective if
there exists a sequence of primary inputs (~x1, · · · , ~xk) such that the sequences of primary
outputs JS ′K(~x1, · · · , ~xk) and JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) differ at some clock cycle which
is before the clock cycle when the error flag output oflag differs.

Intuitively, an effective fault vector breaks the functional equivalence between S and
S ′ and the fault is not successfully detected (i.e., setting the error flag output oflag). Note
that there are two possible cases for an ineffective fault vector: either JS ′K(~x1, · · · , ~xk) and
JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) are the same for each sequence of primary inputs (~x1, · · · , ~xk)
or the fault is successfully detected in time.

Hereafter, ]Clk(V(S ′,B, T )) denotes the cardinality of the set {α1, · · · , αm}, i.e., the
number of clock cycles when fault events can occur, and by MaxFEpClk(V(S ′,B, T )) the
maximum number of fault events per clock cycle, i.e., maxα∈[k] |{e(α, β, τ) ∈ V(S ′,B, T )}|.
Inspired by the consolidated fault model [RBSG23], we introduce the security model of
fault-resistance which characterizes the capabilities of the adversary.

Definition 6 (Fault-resistance model). A fault-resistance model is given by ζ(ne, nc, T, `),
where

• ne is the maximum number of fault events per clock cycle;
• nc is the maximum number of clock cycles in which fault events can occur;
• T ⊆ T specifies the allowed fault types; and
• ` ∈ {l, m, lm} defines vulnerable gates: l for logic gates in combinational circuits, m

for memory gates and lm for both logic and memory gates.

For instance, the fault-resistance model ζ(ne, k, T , lm) gives the strongest capability
to the adversary for a large ne allowing the adversary to inject faults to all the gates
simultaneously at any clock cycle (except for those protected in the blacklist B). The
fault-resistance model ζ(1, 1, {τbf}, l) only allows the adversary to choose one logic gate
to inject a bit-flip fault in one chosen clock cycle. Formally, ζ(ne, nc, T, `) defines the
set Jζ(ne, nc, T, `)K of possible fault vectors that can be conducted by the adversary, i.e.,
Jζ(ne, nc, T, `)K is

{V(S ′,B`, T ) | MaxFEpClk(V(S ′,B`, T )) ≤ ne ∧ ]Clk(V(S ′,B`, T )) ≤ nc, }
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where B` :=


B, if ` = lm;
B ∪R, if ` = l;
B ∪

⋃
i∈[k] V

′
i \ (I ′i ∪O′i), if ` = m.

The circuit S ′ is fault-resistant w.r.t. a blacklist B and a fault-resistance model
ζ(ne, nc, T, `), denoted by 〈S ′,B〉 |= ζ(ne, nc, T, `), if all the fault vectors V(S ′,B, T ) ∈
Jζ(ne, nc, T, `)K are ineffective on the circuit S ′.

Definition 7 (Fault-resistance verification problem). The fault-resistance verification
problem is to determine if 〈S ′,B〉 |= ζ(ne, nc, T, `), and in particular, if 〈S ′,B〉 |=
ζ(ne, nc, T , lm).

The definition of our fault-resistance covers all the feasible fault vectors V(S ′,B, T ) ∈
Jζ(ne, nc, T, `)K, allowing us to verify fault-resistance against both multi-cycle faults and
random faults by choosing proper values for the parameters ne and nc. For instance, it
suffices to set ne = n ·min(d,m) and nc = max(m · d, k) for n number of d-cycle (random)
faults per clock cycle in at most m clock cycles for m ≤ k (i.e., up to n ·m number d-cycle
faults in total).

Proposition 1. If 〈S ′,B〉 |= ζ(ne, nc, T , lm), then 〈S ′,B〉 |= ζ(ne, nc, T, `) for any T ⊆ T
and any ` ∈ {l, m, lm}.

Theorem 1. The problem of determining whether a circuit S ′ is fault-resistant is coNP-
complete.

Proof. We show that the problem of determining whether a circuit S ′ is not fault-resistant
is NP-complete.

To show that this problem is in NP, for a given fault-resistance model ζ(ne, nc, T, `),
we first non-deterministically guess a sequence of primary inputs (~x1, · · · , ~xk) and a fault
vector V(S ′,B, T ) ∈ Jζ(ne, nc, T, `)K, then construct the faulty circuit S ′[V(S ′,B, T )] in
polynomial time by traversing and manipulating gates in the circuit S ′, and finally check
if the sequences of primary outputs JS ′K(~x1, · · · , ~xk) and JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk)
differ at some clock cycle before the error flag output oflag differs in polynomial time
by explicitly computing the sequences of primary outputs using the sequence of primary
inputs (~x1, · · · , ~xk). If yes, then 〈S ′,B〉 6|= ζ(ne, nc, T, `).

The NP-hardness is shown by reducing from the SAT problem2. Let Cϕ be a combina-
tional circuit representing a Boolean formula ϕ, where the inputs of Cϕ are the Boolean
variables of ϕ (say x1, · · · , xm), and the output indicates the result of ϕ. We create a
circuit S ′ = (I,O,R, ~s0, C) as shown in Fig. 1, where

• I = {x1, · · · , xm} is the set of inputs of the circuit Cϕ;
• O is the set {oi, oflag | 1 ≤ i ≤ 2ne + 1};
• R = R1 ∪R2, with R1 = {ri | 1 ≤ i ≤ 2ne + 1} and R2 = {r′i | 1 ≤ i ≤ 2ne + 1};
• ~s0 is a vector consisting of 0;
• C = {C1, C2, C3}, such that

– C1 comprises 2ne + 1 copies of the circuit Cϕ: all the copies share the same
inputs I, the output of the i-th copy is connected to ri, and the output oflag is
always 0;

– C2 outputs signals of the memory gates R1 and stores them into the memory
gates R2 again, checks if 1 ≤

∑2ne+1
i=1 ri ≤ ne, and the output oflag is 1 iff

1 ≤
∑2ne+1
i=1 ri ≤ ne;

– C3 checks whether 1 ≤
∑2ne+1
i=1 r′i ≤ 2ne, and the output oflag is 1 iff 1 ≤∑2ne+1

i=1 r′i ≤ 2ne.

2A Boolean formula is satisfiable iff there is an assignment of the variables under which the formula
evaluates to true. The SAT problem is to determine whether a Boolean formula is satisfiable or not.
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Figure 1: The circuit S ′ for NP-hardness.

Table 1: Truth table of the S-box in the block cipher RECTANGLE.

~x 0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111
S(~x) 0110 0101 1100 1010 0001 1110 0111 1001 1011 0000 0011 1101 1000 1111 0100 0010

S[s7, τs](~x) 1110 1101 0100 0010 0001 0110 1111 1001 1011 1000 0011 0101 0000 0111 1100 1010
S[s7, τr](~x) 0110 0101 1100 1010 1001 1110 0111 0001 0011 0000 1011 1101 1000 1111 0100 0010
S[s7, τbf ](~x) 1110 1101 0100 0010 1001 0110 1111 0001 0011 1000 0011 0101 0000 0111 1100 1010
S[s9, τs](~x) 0011 0101 1101 1011 0001 1111 0111 1001 1011 0101 0011 1101 1001 1111 0001 0111
S[s9, τr](~x) 0110 0000 1100 1010 0000 1110 0010 1100 1110 0000 0010 1100 1000 1110 0100 0010
S[s9, τbf ](~x) 0011 0000 1101 1011 0000 1111 0010 1100 1110 0101 0010 1100 1001 1110 0001 0111

Claim. The circuit S ′ is not fault-resistant w.r.t. the blacklist B = ∅ and the fault-
resistance model ζ(ne, 1, {τbf}, m) iff the Boolean formula ϕ is satisfiable.
(⇐) Suppose ϕ is satisfiable. Let ~x be the satisfying assignment of ϕ. Obviously, under
the primary inputs ~x, the output oflag is 0 and the outputs {oi | 1 ≤ i ≤ 2ne + 1} are 1 in
all the clock cycles. Consider the fault event e(2, r1, τbf ). Along the sequence of primary
outputs JS ′[e(2, r1, τbf )]K(~x), the output oflag is 0 at the first two clock cycles and becomes
1 at the 3-rd clock cycle. However, the output o1 differs in JS ′K(~x) and JS ′[e(2, r1, τbf )]K(~x)
at the 2nd clock cycle due to the bit-flip fault injection on the memory gate r1. Thus,
〈S ′, ∅〉 6|= ζ(ne, 1, {τbf}, m), i.e., the circuit S ′ is not fault-resistant w.r.t. the blacklist B = ∅
and the fault-resistance model ζ(ne, 1, {τbf}, m).
(⇒) Suppose ϕ is unsatisfiable. Obviously, under any primary inputs ~x, all the primary
outputs {oflag, oi | 1 ≤ i ≤ 2ne + 1} are 0 in all the clock cycles. For any fault vector
V(S ′,B, T ) ∈ Jζ(ne, 1, {τbf}, m)K, at most ne memory gates can be bit-flipped in one single
clock cycle. If some memory gates in R1 are bit-flipped at the 2nd clock cycle, then the
output oflag is 1 at the 2nd clock cycle, successfully detecting the fault injection. If no
memory gates of R1 are bit-flipped at the 2nd clock cycle and some memory gates in R2
are bit-flipped at the 3rd clock cycle, the primary outputs {oi | 1 ≤ i ≤ 2ne + 1} are 0
at the 2nd clock cycle, oflag is 1 at the 3rd clock cycle successfully detecting the fault
injection, although some primary outputs of {oi | 1 ≤ i ≤ 2ne + 1} become 1 at the 3-rd
clock cycle. Hence 〈S ′, ∅〉 |= ζ(ne, 1, {τbf}, m), i.e., the circuit S ′ is fault-resistant w.r.t. the
blacklist B = ∅ and the fault-resistance model ζ(ne, 1, {τbf}, m).

3.2 An Illustrating Example
Consider the S-box used in the cipher RECTANGLE [ZBL+15], which is a 4-bit to 4-bit
mapping S : B4 → B4 given in Table 1 (the top two rows). It can be implemented in a
combinational circuit as shown in Fig. 2 (grey-area). It has four 1-bit inputs {a, b, c, d}
denoting the binary representation of the 4-bit input ~x, and four 1-bit outputs {w, x, y, z}
denoting the binary representation of the 4-bit output S(~x), where a and w are the most
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Figure 2: Circuit representation of the illustrating example.

1 RECTANGLE S-box
2 Input : a,b,c,d
3 Output : w,x,y,z,flag
4 s1 = b ⊕ c
5 s2 = ¬ c
6 s3 = b ⊕ a
7 s4 = s2 ∧ d
8 s5 = s2 ∨ a
9 z = s3 ⊕ s4

10 s6 = s5 ⊕ d
11 s7 = s3 ∧ s6
12 s8 = s1 ∨ z
13 w = s1 ⊕ s7
14 x = s8 ⊕ s6
15 y = b ⊕ s6
16 p1 = c ⊕ d
17 p2 = a ∨ c

18 p3 = a ∧ p1
19 p4 = p2 ∧ d
20 p5 = p4 ∧ b
21 p6 = p3 ∨ p5
22 c1 = w ⊕ x
23 c2 = y ⊕ z
24 c3 = c1 ⊕ c2
25 flag = c3 ⊕ p6

Figure 3: Pseudo-code of the illustrating example.

significant bits. The values of the inputs a,b,c and d depend upon the secret key. The
corresponding pseudo-code of the illustrating example is given in Fig. 3, where the left
two columns implements the function of the S-box and the right column implements a
single-bit parity protection mechanism.

If a fault with fault type τ is injected on the gate s7 (i.e., the gate whose output is s7),
its function g(s7) is changed from ∧ to τ(∧). As highlighted in red color in Fig. 2, the
effect of this fault will be propagated to the output w. We denote by S[s7, τ ] the faulty
S-box, given in Table 1 for each τ ∈ T , where the faulty output is highlighted in bold.
Since the distribution of the XOR-difference S[s7, τ ](~x)⊕ S(~x) is biased, the adversary
can narrow down the solutions for ~x according to the value of S[s7, τ ](~x)⊕ S(~x) which is
known to the adversary. Finally, the adversary solves ~x uniquely, based on which a round
key can be obtained (Details refer to [Bak22]).

To thwart single-bit fault injection attacks, one may adopt a single-bit parity protection
mechanism [KKG03, BBK+03], as shown in Fig. 2. The sub-circuit in the blue-area is a
redundancy part which computes the Hamming weight of the output of the S-box from
the input but independent on the sub-circuit in the grey-area, i.e., p6. The sub-circuit
in the yellow-area checks the parity of the Hamming weights of S(~x) computed in two
independent sub-circuits, i.e., flag = p6⊕ w⊕ x⊕ y⊕ z. If no faults occur, flag is 0.

Re-consider the fault injected on the gate s7. We can see that either flag becomes 1,
i.e., this fault injection can be successfully detected, or the outputs of S[s7, τ ](~x) and S(~x)
are the same, thus the fault injection is ineffective.

However, the entire circuit is still vulnerable against single-bit fault injection attacks,
as one single-bit fault injection can yield an even number of faulty output bits so that the
Hamming weight of the faulty output remains the same. For instance, the fault injection
on the gate s9 will affect both the outputs x and z. As shown in Table 1, the fault injection
cannot be successfully detected if one of the following items holds:

• τ = τs ∧ ~x ∈ {0000, 1001, 1110, 1111},
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Figure 4: Circuit representation of the revised illustrating example.

• τ = τr ∧ ~x ∈ {0001, 0110, 0111, 1000},
• τ = τbf ∧ ~x ∈ {0000, 0001, 0110, 0111, 1000, 1001, 1110, 1111}.

It is fault-resistant against single-bit fault injection attacks when the blacklist B includes
all the logic gates in the parity checking (i.e., yellow-area) and all the logic gates in the
S-box (i.e., grey-area) whose out-degree is larger than 2 (highlighted in blue color in
Fig. 2). This issue also could be avoided by leveraging the independence property defined
by [AMR+20], to ensure an n-bit fault injection attack only affects at most n output bits,
at the cost of the circuit size.

1 RECTANGLE S-box
2 Input : a,b,c,d
3 Output : w,x,y,z,flag
4 s1 = ¬ c
5 s2 = a ⊕ b
6 s3 = b ⊕ c
7 s4 = s1 ∨ a
8 s5 = s4 ⊕ d
9 s6 = s2 ∧ s5

10 s7 = ¬ c
11 s8 = a ⊕ b
12 s9 = s7 ∧ d
13 s10 = s8 ⊕ s9

14 s11 = b ⊕ c
15 s12 = s10 ∨ s11
16 s13 = ¬ c
17 s14 = a ∨ s13
18 s15 = d ⊕ s14
19 s16 = ¬ c
20 s17 = d ∧ s16
21 s18 = a ⊕ b
22 s19 = ¬ c
23 s20 = a ∨ s19
24 s21 = d ⊕ s20
25 w = s3 ⊕ s6
26 x = s12 ⊕ s15

27 y = s17 ⊕ s18
28 z = s12 ⊕ b
29 p1 = c ⊕ d
30 p2 = a ∨ c
31 p3 = a ∧ p1
32 p4 = p2 ∧ d
33 p5 = p4 ∧ b
34 p6 = p3 ∨ p5
35 c1 = w ⊕ x
36 c2 = y ⊕ z
37 c3 = c1 ⊕ c2
38 flag = c3 ⊕ p6

Figure 5: Pseudo-code of the revised illustrating example.

Revised implementation. The circuit representation of the revised implementation
of the RECTANGLE S-box is shown in Fig. 4 and its pseudo-code is shown in Fig. 5,
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following the independence property defined by [AMR+20].
This circuit is fault-resistant against single-bit fault injection attacks when the blacklist

B includes only the logic gates in the parity checking. We can observe that any fault
injection on one single logic gate in the redundancy part does not change any of the outputs
{w, x, y, z}, any fault injection on one single logic gate in the S-box part only change one
of the outputs {w, x, y, z} and also changes the error flag output flag. Thus, the revised
implementation is fault-resistant w.r.t. the blacklist B and the fault-resistance model
ζ(1, 1, T , l), where B only contains the logic gates in the parity checking.

4 SAT-based Formal Verification
We propose an SAT-based countermeasure verification approach, which reduces the fault-
resistance verification problems to SAT solving.

4.1 Overview
An overview of our approach is depicted in Fig. 6. Given a circuit S (without any
countermeasures), a protected circuit S ′ (i.e., S with a countermeasure), a blacklist B
of gates on which faults cannot be injected, and a fault-resistance model ζ(ne, nc, T, `),
FIRMER outputs a report on whether the circuit S ′ is fault-resistant.

Circuit S

Protected 
circuit S'

Blacklist B

Fault-resistance 
model 

ζ(ne,nc,T,ℓ)

SAT 

Encoding

Vulnerable 

Gate Reduction

FIRMER

SAT Solver

Results

Fault 

Encoding

Figure 6: Framework of our verification approach.

FIRMER consists of three key components: vulnerable gate reduction, fault encoding
and SAT encoding. The vulnerable gate reduction safely reduces the number of vulnerable
gates, thus reducing the size of the resulting Boolean formulas and improving efficiency.
The fault encoding replaces each vulnerable gate with a gadget (i.e., sub-circuit) with
additional primary inputs controlling whether a fault is injected and selecting a fault type.
The SAT encoding is an extension of the one for checking functional equivalence, where
(i) the maximum number of fault events per clock cycle and the maximum number of
clock cycles in which fault events can occur are both expressed by constraints over control
inputs, and (ii) a constraint on the error flag output is added.

Below, we present the details of our fault encoding method, SAT encoding method and
vulnerable gate reduction

4.2 Fault Encoding
Gadgets. To encode a fault injection on a gate β with fault type τ ∈ T and gate function
g(β) = •, we define a gadget Gβ,τ shown in Fig. 7. Note that τ(β) denotes the faulty
counterpart of the gate β w.r.t. the fault type τ , i.e., g(τ(β)) = τ(•). Indeed, the gadget
Gβ,τ for a binary gate β defines a Boolean formula JGβ,τ K with

JGβ,τ K(in1, in2, c) = c ? (in1 � in2) : (in1 • in2),
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Figure 7: Gadgets for encoding one fault type.

where � = τ(•), and c is a control input indicating whether a fault is injected or not.
Namely, Gβ,τ is equivalent to the faulty gate τ(β) if c = 1, otherwise Gβ,τ is equivalent to
the original gate β. Note that the incoming edges of τ(β) should be omitted if τ ∈ {τs, τr}.
The gadget Gβ,τ for a unary gate β is defined similarly as:

JGβ,τ K(in, c) = c ? (�in) : (•in).

We now generalize the gadget definition to accommodate different fault types T =
{τs, τr, τbf}. Besides a control input c, selection inputs (b1, b2) are introduced to choose
fault types. The gadget Gβ,T for a binary logic gate β defines a Boolean formula JGβ,T K
such that

JGβ,T K(in1, in2, c, b1, b2) = c ?
(
b1 ? (b2 ? (in1 � in2) : (in1 † in2)) : (in1 ‡ in2)

)
: (in1 • in2),

where � = τs(•), † = τr(•) and ‡ = τbf (•). Intuitively,

• c = 0 means that no fault is injected, i.e., Gβ,T is equivalent to the gate β;
• c = 1 means that a fault is injected. Moreover, the selection inputs (b1, b2) are

defined as:
– if b1 = b2 = 1, then Gβ,T becomes the faulty logic gate τs(β);
– if b1 = 1 and b2 = 0, then Gβ,T becomes the faulty logic gate τr(β);
– if b1 = 0, then Gβ,T becomes to the faulty logic gate τbf (β);

The gadget Gβ,T for a unary gate β can be defined as the Boolean formula JGβ,T K
such that

JGβ,T K(in, c, b1, b2) = c ?
(
b1 ? (b2 ? (�in) : (†in)) : (‡in)

)
: (•in).

For a subset of fault types T = {τ1, τ2} ⊂ T , the gadget Gβ,T for a binary or unary
gate β can be defined accordingly such that

JGβ,T K(in1, in2, c, b) = c ?
(
b ? (in1 � in2) : (in1 † in2)

)
: (in1 • in2),

JGβ,T K(in, c, b) = c ?
(
b ? (�in) : (†in)

)
: (•in),

where � = τ1(•) and † = τ2(•).
We remark that the faulty counterpart τ(β) of a register β is implemented by adding

a logic gate so that no additional registers are introduced. More specifically, τs(β) (resp.
τr(β)) is a constant logic gate that always outputs the signal 1 (resp. 0), and τbf (β) is a
not logic gate with the incoming edge from the output of the register β.
Conditionally-controlled faulty circuits. From the protected circuit S ′, we construct
a conditionally-controlled faulty circuit S ′′, where each vulnerable gate is replaced by a
gadget defined above.

Fix a fault-resistance model ζ(ne, nc, T, `). Assume that the control input c and the
set of selection inputs of each gadget Gβ,T are distinct and different from the ones used
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in the circuit S ′. We define the conditionally-controlled faulty circuit S ′′ w.r.t. B and
ζ(ne, nc, T, `) as

S ′[B, ζ(ne, nc, T, `)] := (I ] I ′,O′,R′, ~s′0, C′′),
where I ′ =

⋃
i∈[k] I

′′
i and C′′ = {C ′′1 , · · · , C ′′k }.

For every i ∈ [k], the circuit C ′′i = (V ′i ] V ′′i , I ′i ] I ′′i , O′i, E′i ] E′′i , g′′i ) is obtained from
the combinational circuit C ′i as follows:

For every gate β ∈ R′i−1∪V ′i \ (I ′i ∪O′i), if β 6∈ B`, then β is replaced by the gadget
Gβ,T , the control and selection inputs of the gadget Gβ,T are added into I ′′i , the gates
and edges of Gβ,T are added into V ′′i and E′′i respectively, the mapping g′i is expanded
to g′′i accordingly.

Intuitively, a fault vector V(S ′,B, T ) ∈ Jζ(ne, nc, T, `)K is encoded as a sequence
(~b1, · · · ,~bk) of the primary inputs I ′ for controlling fault types such that e(α, β, τ) ∈
V(S ′,B, T ) iff the gadget Gβ,T is equivalent to the faulty gate τ(β) under the primary
inputs ~bα, i.e., the control input of Gβ,T is 1 and the selection inputs of Gβ,T choose τ(β).
We note that if e(α, β, τ) 6∈ V(S ′,B, T ) for any τ ∈ T , then the gadget Gβ,T is equivalent
to the original gate β under the primary inputs ~bα, i.e., the control input of the gadget
Gβ,T is the signal 0.

We say that a fault vector V(S ′,B, T ) and a sequence (~b1, · · · ,~bk) of the primary inputs
I ′ are compatible if the sequence (~b1, · · · ,~bk) encodes the fault vector V(S ′,B, T ). Note
that a sequence (~b1, · · · ,~bk) of the primary inputs I ′ determines a unique compatible fault
vector V(S ′,B, T ), but a fault vector V(S ′,B, T ) determines a unique compatible sequence
(~b1, · · · ,~bk) of the primary inputs I ′ only if T ⊂ T , because Gβ,T is equivalent to the
faulty logic gate τbf (β) if b1 = 0 no matter the value of b2. Thus, we can get:

Proposition 2. The number of gates of the circuit S ′′ (i.e., S ′[B, ζ(ne, nc, T, `)]) is at
most 6|T | times than that of the circuit S ′, and the following statements hold:

1. for each fault vector V(S ′,B, T ) ∈ Jζ(ne, nc, T, `)K, there exists a compatible sequence
(~b1, · · · ,~bk) of the primary inputs I ′ such that for each sequence (~x1, · · · , ~xk) of primary
inputs I,

JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) = JS ′′K((~x1,~b1), · · · , (~xk,~bk));

2. for each sequence (~b1, · · · ,~bk) of the primary inputs I ′, there exists a unique compatible
fault vector V(S ′,B, T ) ∈ Jζ(ne, nc, T, `)K such that for each sequence (~x1, · · · , ~xk) of
primary inputs I,

JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) = JS ′′K((~x1,~b1), · · · , (~xk,~bk)).

Hereafter, for any sequence (~b1, · · · ,~bk) of the primary inputs I ′, we denote by
]Clk(~b1, · · · ,~bk) the number of clock cycles i such that at least one control input of
~bi is 1, and by MaxFEpClk(~b1, · · · ,~bk) the maximum sum of the control inputs of ~bi per
clock cycle i ∈ [k].

4.3 SAT Encoding
Recall that 〈S ′,B〉 |= ζ(ne, nc, T, `) iff each fault vector V(S ′,B, T ) ∈ Jζ(ne, nc, T, `)K is
ineffective, i.e., for any sequence (~x1, · · · , ~xk) of primary inputs, either JS ′K(~x1, · · · , ~xk) =
JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) or the fault is successfully detected by setting the error flag
output oflag in time. By Proposition 2, 〈S ′,B〉 |= ζ(ne, nc, T, `) iff for any sequence
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((~x1,~b1), · · · , (~xk,~bk)) of primary inputs I ∪ I ′ such that ]Clk(~b1, · · · ,~bk) ≤ nc and
MaxFEpClk(~b1, · · · ,~bk) ≤ ne, either JS ′K(~x1, · · · , ~xk) = JS ′′K((~x1,~b1), · · · , (~xk,~bk)) or the
fault is successfully detected by setting the error flag output oflag in time.

The above conditions can be reduced to the SAT problem by adapting the SAT encoding
for equivalence checking [KvE02, KH03], with two additional constraints:

]Clk(~b1, · · · ,~bk) ≤ nc and MaxFEpClk(~b1, · · · ,~bk) ≤ ne.

Formally, the fault-resistance problem of the circuit S ′ can be formulated as:

∀~x1, · · · , ~xk ∈ B|I|. ∀~b1 ∈ B|I′′
1 |, · · · ,∀~bk ∈ B|I′′

k |.∀i ∈ [k]. ∀o ∈ O \ {oflag}.(
]Clk(~b1, · · · ,~bk) ≤ nc ∧ MaxFEpClk(~b1, · · · ,~bk) ≤ ne

)
⇒
(
ψi,o 6= ψ′′i,o ⇒ ∃j ∈ [i]. ψ′′j,oflag

) (1)

where ψi,o is a Boolean formula that is satisfiable under an assignment (~x1, · · · , ~xi) iff
JS ′iK↓o(~x1, · · · , ~xi) = 1, and ψ′′i,o is a Boolean formula that is satisfiable under an assignment
((~x1,~b1), · · · , (~xi,~bi)) iff JS ′′i K↓o((~x1,~b1), · · · , (~xi,~bi)) = 1. Note that JS ′iK↓o(~x1, · · · , ~xi)
(resp. JS ′′i K↓o((~x1,~b1), · · · , (~xi,~bi))) denotes the signal of the output o of the circuit S ′i
(resp. S ′′i ) at the i-th clock cycle.

Intuitively, Eqn.1 is valid iff for any sequence ((~x1,~b1), · · · , (~xk,~bk)) of primary inputs
I ∪ I ′ such that ]Clk(~b1, · · · ,~bk) ≤ nc and MaxFEpClk(~b1, · · · ,~bk) ≤ ne, if some primary
output o (except for the error flag oflag) differs at some clock cycle i, then the error flag
oflag should be 1 at some clock cycle j with j ≤ i, i.e., the fault injection is detected in
time.

By negating the above formula, the fault-resistance verification problem is reduced to
the satisfiability of the Boolean formula (Ψfr):

Ψfr :=
(

Ψnc ∧Ψne ∧
∨
i∈[k]

∨
o∈O\{oflag}

(
ψi,o 6= ψ′′i,o ∧

∧
j∈[i] ¬ψ′′i,oflag

)
,
)

where
Ψnc

:=
(∧

i∈[k](di ⇔
∨~bi,ctrl)) ∧∑i∈[k] di ≤ nc, Ψne

:=
∧
i∈[k](

∑~bi,ctrl ≤ ne)

and for each i ∈ [k], ~bi,ctrl denotes the set of control inputs in the primary inputs ~bi.
Intuitively, Ψnc

encodes the constraint ]Clk(~b1, · · · ,~bk) ≤ nc, where for each i ∈ [k], di
is a fresh Boolean variable such that di is 1 iff some control input in ~bi,ctrl is 1. Thus,∑
i∈[k] di is the total number of clock cycles during which at least one fault is injected on

some gate. Ψne
encodes the constraint MaxFEpClk(~b1, · · · ,~bk) ≤ ne, where for each i ∈ [k],∑~bi,ctrl is the total number of faults injected at the i-th clock cycle.

Though cardinality constraints of the form
∑
i∈[n] bi ≤ k are used in both Ψnc

and
Ψne , they can be efficiently translated into Boolean formulas in polynomial time, and
the size of the resulting Boolean formula is also polynomial in the size of the cardinality
constraint [ES06, Wyn18]. In our implementation, we use the sorting network implemented
in Z3 [dMB08] for translating cardinality constraints into Boolean formulas.
Proposition 3. 〈S ′,B〉 |= ζ(ne, nc, T, `) iff the formula Ψfr is unsatisfiable, where the
size of Ψfr is polynomial in the size of the circuit S ′.
Example 1. Consider the fault-resistance model ζ(1, 1, T , l). Suppose S is the circuit in
Fig. 2 (grey-area), S′ is the entire circuit in Fig. 2, and the blacklist B contains all the
logic gates in the redundancy and parity checking parts. The Boolean formula Ψfr of the
example is

Ψfr := Ψnc
∧Ψne

∧
( ∨
o∈{w,x,y,z}

ψ1,o 6= ψ′′1,o
)
∧ ¬ψ′′1,flag

12∧
i=1

φi

where
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Ψnc :=
(
d1 ⇔

∨12
i=1 ci

)
∧ d1 ≤ 1 Ψne := (

∑12
i=1 ci ≤ 1)

ψ1,x := ((b⊕ c) ∨ (b⊕ a⊕ (¬c ∧ d)))⊕ ((¬c ∨ a)⊕ d) ψ1,y := b⊕ (¬c ∨ a)⊕ d
ψ1,w := (b⊕ c)⊕ ((b⊕ a) ∧ ((¬c ∨ a)⊕ d)) ψ1,z := b⊕ a⊕ (¬c ∧ d)
φ1 := g1 ⇔ G′′⊕,T (b, c, c1, b1,1, b1,2) ψ′′1,w := g10
φ2 := g2 ⇔ G′′¬,T (c, c2, b2,1, b2,2) ψ′′1,y := g12
φ3 := g3 ⇔ G′′⊕,T (b, a, c3, b3,1, b3,2) ψ′′1,x := g11
φ4 := g4 ⇔ G′′∧,T (g2, d, c4, b4,1, b4,2) ψ′′1,z := g9
φ5 := g5 ⇔ G′′∨,T (g2, a, c5, b5,1, b5,2) φ6 := g6 ⇔ G′′⊕,T (g5, d, c6, b6,1, b6,2)
φ10 := g10 ⇔ G′′⊕,T (g1, g7, c10, b10,1, b10,2) φ7 := g7 ⇔ G′′∧,T (g3, g6, c7, b7,1, b7,2)
φ11 := g11 ⇔ G′′⊕,T (g6, g8, c11, b11,1, b11,2) φ8 := g8 ⇔ G′′∨,T (g1, g9, c8, b8,1, b8,2)
φ12 := g12 ⇔ G′′⊕,T (g6, b, c12, b12,1, b12,2) φ9 := g9 ⇔ G′′⊕,T (g3, g4, c9, b9,1, b9,2)
ψ′′1,flag := g9 ⊕ g10 ⊕ g11 ⊕ g12 ⊕

((
a ∧ (c⊕d)

)
∨
(
((a ∨ c)∧d) ∧ b

))
.

Note that gi for each i ∈ [12] is a fresh Boolean variable as a shortcut of a common
gadget via φi, bi,1 and bi,2 (resp. ci) for each i ∈ [12] are fresh Boolean variables denoting
the selection inputs (resp. control input) of the corresponding gadget, Ψnc can be removed
from Ψfr since it always holds, and Ψne

can be efficiently translated into an equivalent
Boolean formula.

We can show that Ψfr is satisfiable, thus S′ is not fault-resistant w.r.t. the blacklist B
and ζ(1, 1, T , l). Note that in practice, B only contains all the logic gates in the parity
checking. For simplicity, B also contains all the logic gates in the redundancy part in this
example.

4.4 Vulnerable Gate Reduction
Consider a fault event e(α, β, τ) to the circuit S ′. For any fixed sequence of primary inputs
(~x1, · · · , ~xk), if the output signal of the gate β does not change, e(α, β, τ) will not affect
the primary outputs and thus can be omitted; otherwise, the effect of e(α, β, τ) must be
propagated to the successor gates.

Assume the output of the gate β is only connected to one vulnerable logic gate β′. If
the output signal of β′ does not change, the effect of the fault event e(α, β, τ) terminates
at β′, thus e(α, β, τ) can be omitted. If it changes, it is flipped either from 1 to 0 or from 0
to 1, the same effect can be achieved by applying the fault event e(α, β′, τbf ), or the fault
event e(α, β′, τs) if it is flipped from 0 to 1 or the fault event e(α, β′, τr) if it is flipped from
1 to 0. As a result, it suffices to consider fault injections on the gate β′ instead of both β
and β′ when τbf ∈ T or {τs, τr} ⊆ T , which reduces the number of vulnerable gates.
Theorem 2. Consider a fault-resistance model ζ(ne, nc, T, `) such that τbf ∈ T or
{τs, τr} ⊆ T , and ` ∈ {l, lm}. Let

V1(S ′,B, T ) = V(S ′,B, T ) ∪ {e(α, β, τ)} ∈ Jζ(ne, nc, T, `)K

be an effective fault vector on the circuit S ′. If the output of the gate β is only connected to
one logic gate β′ and β′ 6∈ B, then there exists a fault vector V′(S ′,B, T ) ⊆ V(S ′,B, T ) ∪
{e(α, β′, τ ′)} for some τ ′ ∈ T such that V′(S ′,B, T ) is also effective on the circuit S ′.

Moreover, if V(S ′,B, T ) = ∅, then {e(α, β′, τ ′)} for some τ ′ ∈ T is effective on the
circuit S ′.

Proof. Suppose V1(S ′,B, T ) is an effective fault vector on S ′. There exists a sequence of
primary inputs (~x1, · · · , ~xk) such that the sequence of primary outputs JS ′K(~x1, · · · , ~xk)
and JS ′[V1(S ′,B, T )]K(~x1, · · · , ~xk) differ at some clock cycle before the error flag output
oflag differs. We proceed by distinguishing whether the output signal of the gate β′
differs in the circuits S ′ and S ′[V1(S ′,B, T )] under the same sequence of primary inputs
(~x1, · · · , ~xk).



18 Formal Verification of Fault Injection Countermeasures

• If the output signal of the gate β′ is the same in the circuits S ′ and S ′[V1(S ′,B, T )]
under the same sequence of primary inputs (~x1, · · · , ~xk), then the effect of the fault
event e(α, β, τ) is stopped at the gate β′, as the output of the gate β is only connected
to the gate β′. Thus, the sequences of primary outputs JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk)
and JS ′[V1(S ′,B, T )]K(~x1, · · · , ~xk) are the same, implying that the sequences of primary
outputs JS ′[V(S ′,B, T )]K(~x1, · · · , ~xk) and JS ′K(~x1, · · · , ~xk) differ at some clock cycle
before the error flag output oflag differs. The result follows immediately.

• If the output signal of the gate β′ differs in the circuits S ′ and S ′[V1(S ′,B, T )] under
the same sequence of primary inputs (~x1, · · · , ~xk), then the fault propagation from
the fault event e(α, β, τ) flips the output signal of the gate β′. Let V2(S ′,B, T ) =
V(S ′,B, T )∪{e(α, β′, τ ′)}, where τ ′ = τbf if τbf ∈ T , otherwise τ = τs if the output signal
of the gate β′ flips from 0 to 1 due to the fault event e(α, β, τ) and τ = τr if the output
signal of the gate β′ flips from 1 to 0 due to the fault event e(α, β, τ). Then, the sequences
of primary outputs JS ′[V1(S ′,B, T )]K(~x1, · · · , ~xk) and JS ′[V2(S ′,B, T )]K(~x1, · · · , ~xk)
are the same, as the output of the gate β is only connected to the gate β′. Thus,
JS ′K(~x1, · · · , ~xk) and JS ′[V2(S ′,B, T )]K(~x1, · · · , ~xk) differ at some clock cycle before the
error flag output oflag differs. The result follows immediately.

Moreover, if V(S ′,B, T ) = ∅, the output signal of the gate β′ must differ in the
circuits S ′ and S ′[V1(S ′,B, T )] under the same sequence of primary inputs (~x1, · · · , ~xk),
otherwise V1(S ′,B, T ) is ineffective on the circuit S ′. The result follows from the fact that
V2(S ′,B, T ) = {e(α, β′, τ ′)}.

Let B′ be the set of gates β such that the output of β is only connected to one logic
gate β′ 6∈ B, which can be computed by a graph traversal of the circuit S ′. By Theorem 2,
B′ can be safely merged with the blacklist B while no protections are required for those
gates. Moreover, 〈S ′,B〉 |= ζ(ne, nc, T, `) entails 〈S ′,B∪B′〉 |= ζ(ne, nc, T, `). We get that:

Corollary 1. Given a fault-resistance model ζ(ne, nc, T, `) such that τbf ∈ T or {τs, τr} ⊆
T , and ` ∈ {l, lm}, 〈S ′,B ∪B′〉 |= ζ(ne, nc, T, `) iff 〈S ′,B〉 |= ζ(ne, nc, T, `).

We remark that the vulnerable gate reduction does not consider conditional fault
propagation because the inputs of the gates are not fixed to constants 1/0 when considering
all the valid inputs to the circuit. It could be adapted if some inputs of AND/OR gates
are fixed.

Example 2. Consider the fault-resistance model ζ(1, 1, T , l), the circuit S in Fig. 2
(grey-area), and the entire circuit S′ in Fig. 2. All the gates in the redundancy part except
for the gate p6 (i.e., the gate whose output is p6) can be added into B′, as the effect of an
effective fault injection on any of those gates can be achieved by at most one bit-flip fault
injection on p6. Note that p6 itself cannot be added into B′ because the gate flag is in
B. Similarly, the gates s4,s5,s7,s8 in the grey-area can be added into B′, but the other
gates cannot as their outputs are connected to more than one gate or some outputs of
{w, x, y, z}. Now, the fault-resistance verification problem w.r.t. the fault-resistance model
ζ(1, 1, T , l) and the blacklist B is reduced to SAT solving of the Boolean formula (Ψ′′fr)

Ψ′′fr := Ψ′nc
∧Ψ′ne

∧
( ∨
o∈{w,x,y,z}

ψ1,o 6= ψ′′1,o

)
∧ ¬ψ′′1,flag ∧

12∧
i=1

φ′i,

where φ′i := φi for i ∈ Z = {1, 2, 3, 6, 9, 10, 11, 12}, φ′4 := g4 ⇔ g2 ∧ d, φ′5 := g5 ⇔ g2 ∨ a,
φ′7 := g7 ⇔ g3 ∧ g6, φ′8 := g8 ⇔ g1 ∧ g9, Ψ′nc

:= (d1 ⇔
∨
i∈Z ci) ∧ d1 ≤ 1 and Ψ′ne

:=
(
∑
i∈Z ci ≤ 1).



H. Tan et al. 19

Table 2: Benchmark statistics, where Ri denotes i rounds, bi denotes countermeasure for
i-bit faults, and D (resp. C) denotes detection-(resp. correction-)based countermeasure.

Name #Clk |B| #in #out #gate #and #nand #or #nor #xor #xnor #not #reg
AES-R1 1 0 256 128 21201 464 7936 592 8480 464 560 2705 0
AES-R1-b1-D 1 432 256 129 24864 576 9446 560 9705 828 852 2897 0
AES-R1-b2-D 1 1055 256 129 34159 704 12698 833 13012 1440 1584 3888 0
AES-R2 2 0 384 128 42112 928 15872 1184 16960 992 1056 4864 256
AES-R2-b1-D 2 865 384 129 50017 1152 18892 1121 19410 1656 1704 5794 288
AES-R2-b2-D 2 2111 384 129 68703 1408 25396 1667 26024 2880 3168 7776 384
CRAFT-R1 2 0 128 64 480 0 160 16 80 80 32 48 64
CRAFT-R1-b1-C 2 192 128 64 3140 0 864 48 656 460 728 272 112
CRAFT-R1-b2-C 2 1312 128 64 20948 336 7856 384 6576 1484 2056 2080 176
CRAFT-R1-b1-D 2 159 128 65 925 41 155 65 148 187 193 56 80
CRAFT-R1-b2-D 2 383 128 65 1522 49 266 49 211 201 539 95 112
CRAFT-R1-b3-D 2 511 128 65 1807 48 282 97 292 240 640 80 128
CRAFT-R2 3 0 192 64 960 0 320 32 160 160 64 96 128
CRAFT-R2-b1-C 3 192 192 64 5848 0 1680 96 1248 808 1264 528 224
CRAFT-R2-b2-C 3 1312 192 64 40184 672 15152 752 12576 2680 3936 4064 352
CRAFT-R2-b1-D 3 400 192 65 1880 100 292 120 311 382 394 121 160
CRAFT-R2-b2-D 3 959 192 65 3139 97 553 100 449 434 1094 188 224
CRAFT-R3 4 0 256 64 1440 0 480 48 240 240 96 144 192
CRAFT-R3-b3-D 4 1791 256 65 5567 192 954 193 836 672 2048 288 384
CRAFT-R4 5 0 320 64 1920 0 640 64 320 320 128 192 256
CRAFT-R4-b3-D 5 2303 320 65 7295 256 1242 257 1124 944 2576 384 512
LED-R1 1 0 128 64 976 16 272 16 32 288 304 48 0
LED-R1-b1-D 1 240 128 65 1552 16 346 32 53 416 608 81 0
LED-R1-b2-D 1 575 128 65 2463 17 479 64 111 512 1168 112 0
LED-R2 2 0 128 64 1952 32 544 32 64 512 608 96 64
LED-R2-b1-D 2 480 128 65 2976 32 690 64 109 760 1112 129 80
LED-R2-b2-D 2 1151 128 65 4687 33 951 128 231 984 2072 176 112
LED-R3 3 0 128 64 2928 48 816 48 96 736 912 144 128
LED-R3-b1-D 3 720 128 65 4400 48 1030 96 169 1116 1604 177 160
LED-R3-b2-D 3 1727 128 65 6911 49 1411 192 363 1492 2940 240 224
GIFT-R1 1 0 192 64 416 16 128 0 64 0 80 64 64
GIFT-R1-b1-D 1 240 192 65 1152 16 266 16 213 96 336 129 80
GIFT-R1-b2-D 1 575 192 65 2047 33 431 32 415 80 768 176 112
GIFT-R2 2 0 192 64 832 32 256 0 128 0 160 128 128
GIFT-R2-b1-D 2 544 192 65 2320 32 553 33 469 168 616 289 160
GIFT-R2-b2-D 2 1343 192 65 4191 65 924 67 959 136 1368 448 224
PRESENT-R1 1 0 192 64 544 16 272 16 32 48 48 48 64
PRESENT-R1-b1-D 1 240 192 65 1464 20 550 40 213 156 264 141 80
PRESENT-R1-b2-D 1 575 192 65 2567 41 863 56 431 164 668 232 112
PRESENT-R2 2 0 192 64 1088 32 544 32 64 96 96 96 128
PRESENT-R2-b1-D 2 540 192 64 2940 40 1143 95 429 289 473 311 160
PRESENT-R2-b2-D 2 1331 192 64 5219 81 1854 157 871 307 1171 554 224
SIMON-R1 1 0 192 64 160 0 32 0 0 32 32 0 64
SIMON-R1-b1-D 1 288 192 65 608 0 124 12 23 130 190 49 80
SIMON-R1-b2-D 1 719 192 65 1239 1 269 36 85 110 514 112 112
SIMON-R2 2 0 192 64 320 0 64 0 0 64 64 0 128
SIMON-R2-b1-D 2 516 192 65 1108 1 195 0 63 252 370 67 160
SIMON-R2-b2-D 2 1259 192 65 2203 4 378 0 221 244 998 221 224

5 Evaluation

We have implemented our approaches as an open-source tool FIRMER. Given circuits S
and S ′ in Verilog gate-level netlists, and a configuration file describing the blacklist and
fault-resistance model, FIRMER verifies the fault-resistance of S ′. FIRMER first expresses
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the constraints in quantifier-free bit-vector theory (QF_BV) using our SAT encoding and
then translates to Boolean formulas (in the DIMACS format) via Z3 4.11.2.0 with card2bv
and tseitin-cnf options [dMB08]. Those Boolean formulas can be solved by off-the-shelf
SAT solvers. Currently, FIRMER uses the parallel SAT solver Glucose 4.2.1 [AS18].
Benchmarks. We use the VHDL implementations of six cryptographic algorithms (i.e.,
CRAFT, LED, AES, GIFT, PRESENT and SIMON), taken from [AMR+20, SRM20].
Among all the available benchmarks of [AMR+20, SRM20], CRAFT, LED, and AES are
the same as FIVER; GIFT is the newest algorithm; PRESENT and SIMON are the most
widely cited algorithms in the literature. The VHDL implementations are unrolled and
transformed into Verilog gate-level netlists using the Synopsys design compiler (version
O-2018.06-SP2). The CRAFT benchmarks adopt both detection-based (D) and correction-
based (C) countermeasures while the others adopt a detection-based countermeasure. To
thoroughly evaluate the scalability of FIRMER, these benchmarks vary with the number of
rounds (Ri) and the maximal number of protected faulty bits (bi) (i.e., the circuit S ′ is
claimed to be fault-resistant), in particular, CRAFT-R3-b3-D and CRAFT-R4-b3-D are
added as large benchmarks with detection countermeasures for evaluating the scalability of
FIRMER in terms of rounds and maximal number of protected faulty bits. As a result, the
number of gates ranges from 608 to 68,703. The blacklists are the same as the ones used
in FIVER. The detailed statistics of the benchmark are given in Table 2, where the first
three columns respectively give the benchmark name, number of clock cycles, size of the
blacklist B, and the other columns give the numbers of primary inputs, primary outputs,
gates and each specific gate. Circuits without any protections are given as reference.
Setup. We compare FIRMER with (1) the state-of-the-art verifier FIVER [RBSS+21]
that utilizes BDD and (2) an SMT-based approach which directly checks the constraints
generated by our encoding method without translating to Boolean formulas for which
we use the SMT solver Bitwuzla 1.0-prerelease [NP23], the winner of QF_BV (Single
Query Track) Division at SMT-COMP 2021 and 2022. We only report the results for
fault-resistance models with all the fault types T = {τs, τr, τbf}, which are more important
than the others with fewer fault types according to Proposition 1. The results w.r.t.
fault-resistance models limited to the fault type τbf are given in Appendix B from which a
similar conclusion can be drawn.

The experiments were conducted on a machine with Intel Xeon Gold 6342 2.80GHz
CPU, 1TB RAM, and Ubuntu 20.04.1. (Note that 1TB RAM is the memory of the
machine used for evaluation instead of memory consumption and the maximum amount of
consumed memory in our experiments is less than 1GB for single-thread setting.) Each
verification task was run with 24 hours timeout (real time). The SAT solver Glucose 4.2.1
is run with 8 threads and default parameters unless stated otherwise; the SMT solver
Bitwuzla 1.0-prerelease is run with a single thread and default parameters as there are
no promising parallel SMT solvers for (quantifier-free) bit-vector theory; the BDD-based
verifier FIVER is run with 8 threads, 8 GB RAM for its internal computation on BDD,
and an early-abort strategy (i.e., setting interrupt to true so that the analysis is stopped
when an effective fault vector is found). A detailed technical comparison between FIVER
and FIRMER is given in Section 6.
Results. The results are reported in Table 3. Columns “#Var” and “#Cls” respectively
give the numbers of Boolean variables and Clauses of the resulting Boolean formula.
Columns “2CNF” and “Solving” give the execution time of building and solving Boolean
formulas in seconds, respectively. Columns “Total” and “Time” show the total execution
time in seconds. Mark 3 (resp. 7) indicates that the protected circuit S ′ is fault-resistant
(resp. not fault-resistant) w.r.t. the given fault-resistance model in column “Model”.

Overall, FIRMER (i.e., SAT-based approach) solved all the verification tasks, the
SMT-based approach ran out of time on one verification task (24 hours per task), while
FIVER ran out of time on 31 verification tasks. The SAT/SMT-based approach becomes
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Table 3: Verification results, where R denotes Result, and DR denotes Desired Result.
Name Model FIRMER (SAT) SMT FIVER R DR#Var #Cls 2CNF Solving Total Time Time

AES-R1-b1-D ζ(1, 1, T , lm) 57340 310569 1.97 193.27 195.24 4856.58 59.49 3 3
AES-R1-b1-D ζ(2, 1, T , lm) 69088 246108 1.96 0.61 2.57 3650.83 34744.40 7 7
AES-R1-b2-D ζ(2, 1, T , lm) 86333 329543 4.84 1845.23 1850.07 23542.57 timeout 3 3
AES-R1-b2-D ζ(3, 1, T , lm) 90428 354018 4.38 0.91 5.28 3386.38 timeout 7 7

AES-R2-b1-D ζ(1, 1, T , lm) 120044 658527 33.76 1706.67 1740.43 48359.73 timeout 3 3
AES-R2-b1-D ζ(2, 1, T , lm) 138266 579518 33.82 2.13 35.95 32302.85 timeout 7 7
AES-R2-b2-D ζ(2, 1, T , lm) 185415 740484 79.86 14243.80 14323.66 timeout timeout 3 3
AES-R2-b2-D ζ(3, 1, T , lm) 194500 807305 80.19 3.50 83.69 95.05 timeout 7 7

CRAFT-R1-b1-C ζ(1, 1, T , lm) 6767 33938 0.13 0.66 0.79 9.81 0.14 3 3
CRAFT-R1-b1-C ζ(2, 1, T , lm) 7608 32039 0.14 0.06 0.20 0.28 1.34 7 7
CRAFT-R1-b2-C ζ(2, 1, T , lm) 52901 234385 2.79 130.00 132.79 2898.55 338.23 3 3
CRAFT-R1-b2-C ζ(3, 1, T , lm) 55099 258959 2.80 0.59 3.39 21.49 4491.08 7 7
CRAFT-R1-b1-D ζ(1, 1, T , lm) 2255 10735 0.03 0.10 0.13 0.33 0.04 3 3
CRAFT-R1-b1-D ζ(2, 1, T , lm) 2567 10316 0.03 0.03 0.06 0.01 0.35 7 7
CRAFT-R1-b2-D ζ(2, 1, T , lm) 3356 13780 0.02 0.22 0.24 1.02 1.13 3 3
CRAFT-R1-b2-D ζ(3, 1, T , lm) 3538 15058 0.03 0.03 0.06 0.20 117.54 7 7
CRAFT-R1-b3-D ζ(3, 1, T , lm) 3974 19042 0.03 0.43 0.46 4.43 8007.42 3 3
CRAFT-R1-b3-D ζ(4, 1, T , lm) 4132 20428 0.04 0.03 0.07 0.34 82955.17 7 7

CRAFT-R2-b1-C ζ(1, 1, T , lm) 12644 63451 0.36 11.27 11.63 101.19 4.20 3 3
CRAFT-R2-b1-C ζ(2, 1, T , lm) 14215 59873 0.31 0.14 0.45 0.60 394.79 7 7
CRAFT-R2-b2-C ζ(2, 1, T , lm) 104139 452464 6.68 2054.13 2060.81 13585.63 5012.34 3 3
CRAFT-R2-b2-C ζ(3, 1, T , lm) 108384 498341 7.74 2.67 10.41 3000.80 29120.79 7 7
CRAFT-R2-b1-D ζ(1, 1, T , lm) 4195 20279 0.06 0.88 0.94 6.16 1.04 3 3
CRAFT-R2-b1-D ζ(2, 1, T , lm) 4795 19338 0.07 0.03 0.10 0.18 23.63 7 7
CRAFT-R2-b1-D ζ(1, 2, T , lm) 4195 20279 0.06 1.76 1.82 8.25 1291.12 3 3
CRAFT-R2-b1-D ζ(1, 3, T , lm) 4194 20277 0.06 1.35 1.41 7.19 timeout 3 3
CRAFT-R2-b2-D ζ(2, 1, T , lm) 5959 25370 0.09 3.25 3.34 34.93 88.35 3 3
CRAFT-R2-b2-D ζ(3, 1, T , lm) 6268 27935 0.11 0.06 0.17 1.38 9141.86 7 7
CRAFT-R2-b2-D ζ(2, 2, T , lm) 5959 25370 0.11 3.47 3.58 43.36 timeout 3 3

CRAFT-R3-b3-D ζ(3, 1, T , lm) 10364 48541 0.20 37.66 37.86 414.00 timeout 3 3
CRAFT-R3-b3-D ζ(4, 1, T , lm) 10760 51937 0.21 0.10 0.31 4.69 timeout 7 7
CRAFT-R3-b3-D ζ(3, 2, T , lm) 10366 48560 0.20 57.54 57.74 393.80 timeout 3 3
CRAFT-R3-b3-D ζ(3, 3, T , lm) 10364 48541 0.21 36.83 37.04 357.59 timeout 3 3
CRAFT-R3-b3-D ζ(3, 4, T , lm) 10363 48537 0.20 31.64 31.84 385.19 timeout 3 3

CRAFT-R4-b3-D ζ(3, 1, T , lm) 13516 63332 0.61 61.46 62.07 1188.03 timeout 3 3
CRAFT-R4-b3-D ζ(4, 1, T , lm) 14039 67789 0.63 0.14 0.77 8.25 timeout 7 7
CRAFT-R4-b3-D ζ(3, 2, T , lm) 13518 63363 0.61 155.14 155.75 978.78 timeout 3 3
CRAFT-R4-b3-D ζ(3, 3, T , lm) 13518 63363 0.61 81.47 82.08 900.28 timeout 3 3
CRAFT-R4-b3-D ζ(3, 4, T , lm) 13516 63332 0.62 70.53 71.15 916.13 timeout 3 3
CRAFT-R4-b3-D ζ(3, 5, T , lm) 13515 63325 0.61 54.55 55.16 922.49 timeout 3 3

LED-R1-b1-D ζ(1, 1, T , lm) 2673 13295 0.05 1.07 1.12 11.63 0.23 3 3
LED-R1-b1-D ζ(2, 1, T , lm) 3038 12073 0.05 0.02 0.07 0.85 8.39 7 7
LED-R1-b2-D ζ(2, 1, T , lm) 3726 16057 0.08 2.01 2.09 33.40 10.18 3 3
LED-R1-b2-D ζ(3, 1, T , lm) 3853 16852 0.09 0.02 0.11 0.83 2292.60 7 7

LED-R2-b1-D ζ(1, 1, T , lm) 5215 27405 0.12 9.64 9.76 139.78 timeout 3 3
LED-R2-b1-D ζ(2, 1, T , lm) 5783 26245 0.12 0.05 0.17 1.68 timeout 7 7
LED-R2-b2-D ζ(2, 1, T , lm) 7300 34132 0.18 13.67 13.85 336.45 timeout 3 3
LED-R2-b2-D ζ(3, 1, T , lm) 7554 36930 0.18 0.06 0.24 2.78 timeout 7 7

LED-R3-b1-D ζ(1, 1, T , lm) 7674 40655 0.14 36.57 36.71 588.07 timeout 3 3
LED-R3-b1-D ζ(2, 1, T , lm) 8528 38988 0.14 0.11 0.25 2.90 timeout 7 7
LED-R3-b2-D ζ(2, 1, T , lm) 10924 49866 0.24 47.75 47.99 860.20 timeout 3 3
LED-R3-b2-D ζ(3, 1, T , lm) 11305 53487 0.25 0.12 0.37 3.72 timeout 7 7

GIFT-R1-b1-D ζ(1, 1, T , lm) 1871 9060 0.07 0.09 0.16 1.85 0.02 3 3
GIFT-R1-b1-D ζ(2, 1, T , lm) 2157 8554 0.08 0.03 0.12 1.37 0.14 7 7
GIFT-R1-b2-D ζ(2, 1, T , lm) 2975 13226 0.13 0.20 0.33 11.55 0.81 3 3
GIFT-R1-b2-D ζ(3, 1, T , lm) 3101 14616 0.13 0.04 0.17 9.96 42.14 7 7

GIFT-R2-b1-D ζ(1, 1, T , lm) 3584 17658 0.15 0.27 0.42 7.00 0.17 3 3
GIFT-R2-b1-D ζ(2, 1, T , lm) 4169 16645 0.15 0.05 0.20 5.18 3.33 7 7
GIFT-R2-b2-D ζ(2, 1, T , lm) 5490 24697 0.30 0.66 0.96 22.97 15.59 3 3
GIFT-R2-b2-D ζ(3, 1, T , lm) 5743 27294 0.30 0.08 0.38 0.35 1278.12 7 7

PRESENT-R1-b1-D ζ(1, 1, T , lm) 2324 11145 0.09 0.10 0.19 2.50 0.03 3 3
PRESENT-R1-b1-D ζ(2, 1, T , lm) 2619 10768 0.08 0.03 0.11 1.69 0.16 7 7
PRESENT-R1-b2-D ζ(2, 1, T , lm) 3875 17048 0.14 0.24 0.38 8.63 0.95 3 3
PRESENT-R1-b2-D ζ(3, 1, T , lm) 4065 19014 0.14 0.05 0.19 8.47 42.61 7 7

Continued on next page
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Table 3 – continued from previous page
Name Model FIRMER (SAT) SMT FIVER R DR#Var #Cls 2CNF Solving Total Time Time

PRESENT-R2-b1-D ζ(1, 1, T , lm) 4519 22601 0.16 0.42 0.58 6.88 0.22 3 3
PRESENT-R2-b1-D ζ(2, 1, T , lm) 5097 21700 0.17 0.06 0.23 6.19 4.76 7 7
PRESENT-R2-b2-D ζ(2, 1, T , lm) 7645 32847 0.30 0.67 0.97 19.47 16.09 3 3
PRESENT-R2-b2-D ζ(3, 1, T , lm) 7978 35924 0.31 0.08 0.39 0.48 1259.90 7 7

SIMON-R1-b1-D ζ(1, 1, T , lm) 1346 6162 0.04 0.09 0.13 0.93 0.01 3 3
SIMON-R1-b1-D ζ(2, 1, T , lm) 1556 5893 0.05 0.02 0.07 0.84 0.17 7 7
SIMON-R1-b2-D ζ(2, 1, T , lm) 2223 9341 0.08 0.15 0.23 2.66 0.78 3 3
SIMON-R1-b2-D ζ(3, 1, T , lm) 2333 10443 0.08 0.02 0.10 2.02 65.93 7 7

SIMON-R2-b1-D ζ(1, 1, T , lm) 2504 11819 0.07 0.20 0.27 3.64 timeout 3 3
SIMON-R2-b1-D ζ(2, 1, T , lm) 2838 11420 0.07 0.03 0.10 2.59 timeout 7 7
SIMON-R2-b2-D ζ(2, 1, T , lm) 4071 16900 0.12 0.63 0.75 9.82 timeout 3 3
SIMON-R2-b2-D ζ(3, 1, T , lm) 4276 18697 0.13 0.05 0.18 6.56 timeout 7 7

increasingly efficient than FIVER with the increase of round numbers (i.e., Ri) and the
maximal number of protected faulty bits (i.e., bj). FIRMER is significantly more efficient
than the SMT-based approach on relatively larger benchmarks (e.g., AES-R1-b1, AES-
R1-b2, AES-R2-b1, AES-R2-b2, CRAFT-R1-b2-C, CRAFT-R2-b2-C, CRAFT-R3-b3-D,
CRAFT-R4-b3-D, LED-R2-b1-D, etc.) while they are comparable on smaller benchmarks.

Interestingly, we find that (i) implementations with correction-based countermeasures
are more difficult to prove than those with detection-based countermeasures (e.g., CRAFT-
Ri-bj-C vs. CRAFT-Ri-bj-D, for i = 1, 2 and j = 1, 2), because implementing correction-
based countermeasures require more gates; (ii) FIRMER is more efficient at disproving
than proving fault-resistance, because it is often more difficult to prove UNSAT instances
than finding satisfying assignments for SAT instances in CDCL SAT solvers. (iii) FIRMER
often scales very well with the increase of the round numbers (i.e., Ri for i = 1, 2, 3, 4), the
maximal number of protected faulty bits (i.e., bj for j = 1, 2, 3), the maximum number of
fault events per clock cycle (i.e., ne) and the maximum number of clock cycles in which
fault events can occur (i.e., nc), but FIVER has very limited scalability because FIVER
may have to build more BDD models, the size of which may dramatically increase.
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Figure 8: Results with different number of threads

Different threads. The experiments reported above are based on 8 threads. To un-
derstand the effect of the number of threads, we evaluate FIRMER on AES-R1-b1-D,
AES-R1-b2-D, and CRAFT-R4-b3-D by varying the number of threads from 1 to 12. The
results are depicted in Fig. 8(a) and Fig. 8(b), respectively, where nei and ncj denote the
fault-resistance mode ζ(i, j, T , lm). Detailed results are given in Appendix A. In general,
on the fault-resistant benchmarks, with the increase of the number of threads, FIRMER
becomes increasingly more efficient but the improvement diminishes. Besides the great
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Table 4: Evaluation of FIRMER with different SAT and SMT solvers.

Benchmark
SMT Solver SAT Solver

Z3 Bitwuzla STP Yices Yices- CaDiCal Glucose
CaDiCal 1 Thread 8 Thread

AES-R1-b1-ne1-nc1 timeout 4,856.58 23,109.85 16,163.72 11,290.39 893.63 1,234.31 195.24
AES-R1-b1-ne2-nc1 13,839.48 3,650.83 5.62 15,124.50 7,923.09 5.34 2.34 2.57
AES-R1-b2-ne2-nc1 timeout 23,542.57 timeout timeout 40,131.98 12,283.65 11,028.35 1,850.07
AES-R1-b2-ne3-nc1 67,045.41 3,386.38 6,194.25 30,926.79 12,319.77 5.63 5.16 5.28

C
R
A
F
T
-R

4-b3

ne3-nc1 30,747.60 1,188.03 15,132.7 1,136.39 420.54 258.94 453.57 62.07
ne4-nc1 64.20 8.25 15.02 27.35 2.43 0.65 0.73 0.77
ne3-nc2 timeout 978.78 timeout 2,435.13 467.50 329.24 998.18 155.75
ne3-nc3 timeout 900.28 83,138.92 1,714.56 360.00 289.67 577.90 82.08
ne3-nc4 timeout 916.13 45,375.81 1,084.05 343.49 291.83 398.52 71.15
ne3-nc5 timeout 922.49 40,622.68 1,215.18 402.85 285.91 396.56 55.16

advance in SAT solving, it is another reason that SAT solving outperforms SMT solving
due to the lack of promising parallel SMT solvers for (quantifier-free) bit-vector theory. On
the non-fault-resistant benchmarks, multi-threading does not improve performance (rather
slightly worsens the performance), because these benchmarks are easy to be disproved and
thread scheduling causes overhead.

Comparisons of different SAT/SMT solvers. To understand the performances of
SAT and SMT solvers, we further evaluate FIRMER on AES-R1-b1-D, AES-R1-b2-D, and
CRAFT-R4-b3-D using various SAT and SMT solvers. Besides Bitwuzla, we additionally
consider three widely used SMT solvers, i.e., Z3, STP 2.3.3 [GD07], and Yices 2.6.4 [Dut14]
with their default SAT engines, where STP is the winner of QF_BV (Single Query Track)
Division at SMT-COMP 2023. We also configure Yices with the promising sequential SAT
solver CaDiCal 1.9.5 [BFFH20] as the underlying SAT engine, denoted by Yices-CaDiCal.
(CaDiCal is superior to all the other 15 state-of-the-art SAT solvers on Bit-vector problems
in [Dut20], thus it is also utilized for Boolean satisfiability checking.) All these solvers are
run with a single thread and default parameters (except that the SAT solver Glucose is
run with 8 threads). The results are reported in Table 4, where the execution time of SAT
Solvers includes the execution time of bit-blasting. We can observe that the SAT solvers
almost always perform better than the SMT solvers in our application. In particular,
Glucose with 8 threads is significantly more efficient than the others. The performance
discrepancy between the SMT and SAT solvers (between Yices-CaDiCAL and CaDiCAL)
suggests that the heuristic optimization techniques used in SMT solvers are ineffective
and instead, bring significant overhead to our application. We recommend translating
SMT constraints into Boolean formulas via bit-blasting and then solving them using
parallel SAT solvers. We also find that the performance of FIRMER differs in SAT/SMT
solvers. In detail, the SMT solvers Bitwuzla and Yices-CaDical with ups and downs on
both sides often significantly outperform the other three SMT solvers (i.e., Z3, STP and
Yices), because of the difference between underlying decision procedures and heuristic
optimization techniques; the SAT solver CaDiCAL often performs better than Glucose
with a single thread but always performs worse than Glucose with 8 threads, because
Glucose is optimized for parallel computing while CaDiCAL is optimized for sequential
computing. We remark that the parameters of these SAT/SMT solvers may be tuned to
improve efficiency, which is costly and out of the scope of the current paper.

Vulnerable gate reduction. To understand the effectiveness of the vulnerable gate
reduction for accelerating fault-resistance verification, we evaluate FIRMER with/without



24 Formal Verification of Fault Injection Countermeasures

Table 5: Results of FIRMER (SAT) with/without vulnerable gate reduction.

Name Model Without reduction With reduction R DR#Var #Cls #Gate Time #Var #Cls #Gate Time

AES-R1-b1-D ζ(1, 1, T , lm) 149993 749449 24432 2334.24 57340 310569 7920 195.24 3 3
AES-R1-b1-D ζ(2, 1, T , lm) 172910 589178 24432 2.74 69088 246108 7920 2.57 7 7
AES-R1-b2-D ζ(2, 1, T , lm) 247606 698415 33104 timeout 86333 329543 10640 1850.07 3 3
AES-R1-b2-D ζ(3, 1, T , lm) 263989 748906 33104 5.10 90428 354018 10640 5.28 7 7

AES-R2-b1-D ζ(1, 1, T , lm) 317669 1620894 49152 8473.38 120044 658527 15872 1740.43 3 3
AES-R2-b1-D ζ(2, 1, T , lm) 380116 1326203 49152 44.67 138266 579518 15872 35.95 7 7
AES-R2-b2-D ζ(2, 1, T , lm) 501449 1786080 66592 timeout 185415 740484 21408 14323.66 3 3
AES-R2-b2-D ζ(3, 1, T , lm) 526182 2044293 66592 98.15 194500 807305 21408 83.69 7 7

CRAFT-R1-b1-C ζ(1, 1, T , lm) 19233 92262 2948 4.24 6767 33938 760 0.79 3 3
CRAFT-R1-b1-C ζ(2, 1, T , lm) 21882 82851 2948 0.15 7608 32039 760 0.20 7 7
CRAFT-R1-b2-C ζ(2, 1, T , lm) 148552 558649 19636 2519.00 52901 234385 5672 132.79 3 3
CRAFT-R1-b2-C ζ(3, 1, T , lm) 157002 642847 19636 2.84 55099 258959 5672 3.39 7 7
CRAFT-R1-b1-D ζ(1, 1, T , lm) 5185 23589 766 0.30 2255 10735 274 0.13 3 3
CRAFT-R1-b1-D ζ(2, 1, T , lm) 6021 21519 766 0.05 2567 10316 274 0.06 7 7
CRAFT-R1-b2-D ζ(2, 1, T , lm) 8402 31227 1139 1.64 3356 13780 376 0.24 3 3
CRAFT-R1-b2-D ζ(3, 1, T , lm) 8900 35991 1139 0.07 3538 15058 376 0.06 7 7
CRAFT-R1-b3-D ζ(3, 1, T , lm) 10236 41474 1296 7.62 3974 19042 448 0.46 3 3
CRAFT-R1-b3-D ζ(4, 1, T , lm) 10714 45532 1296 0.07 4132 20428 448 0.07 7 7

CRAFT-R2-b1-C ζ(1, 1, T , lm) 36565 176024 5656 60.97 12644 63451 1440 11.63 3 3
CRAFT-R2-b1-C ζ(2, 1, T , lm) 42083 157194 5656 0.34 14215 59873 1440 0.45 7 7
CRAFT-R2-b2-C ζ(2, 1, T , lm) 291588 1099486 38872 timeout 104139 452464 11200 2060.81 3 3
CRAFT-R2-b2-C ζ(3, 1, T , lm) 308229 1269539 38872 7.80 108384 498341 11200 10.41 7 7
CRAFT-R2-b1-D ζ(1, 1, T , lm) 9960 45624 1480 4.98 4195 20279 508 0.94 3 3
CRAFT-R2-b1-D ζ(2, 1, T , lm) 11849 41318 1480 0.06 4795 19338 508 0.10 7 7
CRAFT-R2-b1-D ζ(1, 2, T , lm) 9960 45624 1480 7.22 4195 20279 508 1.82 3 3
CRAFT-R2-b1-D ζ(1, 3, T , lm) 9959 45622 1480 6.35 4194 20277 508 1.41 3 3
CRAFT-R2-b2-D ζ(2, 1, T , lm) 16137 59108 2180 60.37 5959 25370 672 3.34 3 3
CRAFT-R2-b2-D ζ(3, 1, T , lm) 17146 67617 2180 0.09 6268 27935 672 0.17 7 7
CRAFT-R2-b2-D ζ(2, 2, T , lm) 16137 59108 2180 91.31 5959 25370 672 3.58 3 3

CRAFT-R3-b3-D ζ(3, 1, T , lm) 29109 119401 3776 7049.02 10364 48541 1104 37.86 3 3
CRAFT-R3-b3-D ζ(4, 1, T , lm) 30481 131197 3776 0.25 10760 51937 1104 0.31 7 7
CRAFT-R3-b3-D ζ(3, 2, T , lm) 29111 119420 3776 3547.68 10366 48560 1104 57.74 3 3
CRAFT-R3-b3-D ζ(3, 3, T , lm) 29109 119401 3776 2361.28 10364 48541 1104 37.04 3 3
CRAFT-R3-b3-D ζ(3, 4, T , lm) 29108 119397 3776 1513.75 10363 48537 1104 31.84 3 3

CRAFT-R4-b3-D ζ(3, 1, T , lm) 38299 158236 4992 6074.49 13516 63332 1440 62.07 3 3
CRAFT-R4-b3-D ζ(4, 1, T , lm) 40118 173925 4992 0.76 14039 67789 1440 0.77 7 7
CRAFT-R4-b3-D ζ(3, 2, T , lm) 38301 158267 4992 15014.46 13518 63363 1440 155.75 3 3
CRAFT-R4-b3-D ζ(3, 3, T , lm) 38301 158267 4992 5448.20 13518 63363 1440 82.08 3 3
CRAFT-R4-b3-D ζ(3, 4, T , lm) 38299 158236 4992 4292.37 13516 63332 1440 71.15 3 3
CRAFT-R4-b3-D ζ(3, 5, T , lm) 38298 158229 4992 4009.42 13515 63325 1440 55.16 3 3

LED-R1-b1-D ζ(1, 1, T , lm) 8306 39057 1312 4.81 2673 13295 240 1.12 3 3
LED-R1-b1-D ζ(2, 1, T , lm) 9749 31481 1312 0.12 3038 12073 240 0.07 7 7
LED-R1-b2-D ζ(2, 1, T , lm) 14433 41129 1888 24.79 3726 16057 336 2.09 3 3
LED-R1-b2-D ζ(3, 1, T , lm) 15296 43876 1888 0.18 3853 16852 336 0.11 7 7

LED-R2-b1-D ζ(1, 1, T , lm) 16464 79748 2496 65.85 5215 27405 480 9.76 3 3
LED-R2-b1-D ζ(2, 1, T , lm) 18527 72422 2496 0.25 5783 26245 480 0.17 7 7
LED-R2-b2-D ζ(2, 1, T , lm) 27208 95236 3536 170.95 7300 34132 672 13.85 3 3
LED-R2-b2-D ζ(3, 1, T , lm) 28694 106194 3536 0.38 7554 36930 672 0.24 7 7

LED-R3-b1-D ζ(1, 1, T , lm) 24168 117662 3680 233.72 7674 40655 720 36.71 3 3
LED-R3-b1-D ζ(2, 1, T , lm) 27669 105378 3680 0.21 8528 38988 720 0.25 7 7
LED-R3-b2-D ζ(2, 1, T , lm) 39256 140834 5184 343.16 10924 49866 1008 47.99 3 3
LED-R3-b2-D ζ(3, 1, T , lm) 41301 158823 5184 0.31 11305 53487 1008 0.37 7 7

GIFT-R1-b1-D ζ(1, 1, T , lm) 5704 26145 912 0.36 1871 9060 224 0.16 3 3
GIFT-R1-b1-D ζ(2, 1, T , lm) 7061 23130 912 0.18 2157 8554 224 0.12 7 7
GIFT-R1-b2-D ζ(2, 1, T , lm) 10319 38706 1472 1.19 2975 13226 336 0.33 3 3
GIFT-R1-b2-D ζ(3, 1, T , lm) 10909 45280 1472 0.36 3101 14616 336 0.17 7 7

GIFT-R2-b1-D ζ(1, 1, T , lm) 11111 51407 1776 1.16 3584 17658 432 0.42 3 3
GIFT-R2-b1-D ζ(2, 1, T , lm) 13653 45509 1776 0.41 4169 16645 432 0.20 7 7
GIFT-R2-b2-D ζ(2, 1, T , lm) 20198 74433 2848 5.29 5490 24697 624 0.96 3 3
GIFT-R2-b2-D ζ(3, 1, T , lm) 21299 86374 2848 0.77 5743 27294 624 0.38 7 7

PRESENT-R1-b1-D ζ(1, 1, T , lm) 7744 36218 1224 0.49 2324 11145 260 0.19 3 3
PRESENT-R1-b1-D ζ(2, 1, T , lm) 8972 31884 1224 0.21 2619 10768 260 0.11 7 7
PRESENT-R1-b2-D ζ(2, 1, T , lm) 14811 49592 1992 1.55 3875 17048 448 0.38 3 3
PRESENT-R1-b2-D ζ(3, 1, T , lm) 15649 55766 1992 0.36 4065 19014 448 0.19 7 7

Continued on next page
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Table 5 – continued from previous page
Name Model Without reduction With reduction R DR#Var #Cls #Gate Time #Var #Cls #Gate Time

PRESENT-R2-b1-D ζ(1, 1, T , lm) 15141 71892 2400 1.71 4519 22601 504 0.58 3 3
PRESENT-R2-b1-D ζ(2, 1, T , lm) 17428 63730 2400 0.41 5097 21700 504 0.23 7 7
PRESENT-R2-b2-D ζ(2, 1, T , lm) 28676 97703 3888 5.70 7645 32847 848 0.97 3 3
PRESENT-R2-b2-D ζ(3, 1, T , lm) 30385 110124 3888 0.75 7978 35924 848 0.39 7 7

SIMON-R1-b1-D ζ(1, 1, T , lm) 2123 9582 320 0.15 1346 6162 176 0.13 3 3
SIMON-R1-b1-D ζ(2, 1, T , lm) 2564 8797 320 0.07 1556 5893 176 0.07 7 7
SIMON-R1-b2-D ζ(2, 1, T , lm) 3871 14581 520 0.37 2223 9341 272 0.23 3 3
SIMON-R1-b2-D ζ(3, 1, T , lm) 4077 16627 520 0.29 2333 10443 272 0.10 7 7

SIMON-R2-b1-D ζ(1, 1, T , lm) 3869 18102 592 0.29 2504 11819 336 0.27 3 3
SIMON-R2-b1-D ζ(2, 1, T , lm) 4582 16588 592 0.13 2838 11420 336 0.10 7 7
SIMON-R2-b2-D ζ(2, 1, T , lm) 7088 26327 944 1.37 4071 16900 496 0.75 3 3
SIMON-R2-b2-D ζ(3, 1, T , lm) 7461 29628 944 0.24 4276 18697 496 0.18 7 7

the vulnerable gate reduction using 8 threads for SAT solving. The results are reported
in Table 5, where the columns (#Gate) give the number of vulnerable gates that should
be considered when verifying fault-resistance. We can observe that the vulnerable gate
reduction can significantly reduce the number of vulnerable gates, achieving over 70%
reduction rate on average. Consequently, it significantly reduces the size of the resulting
Boolean formulas. Interestingly, reducing the size of the resulting Boolean formula does
not necessarily improve the overall verification efficiency. Indeed, the vulnerable gate
reduction is very effective in proving fault-resistant benchmarks irrespective of the adopted
countermeasure, fault-resistance model, fault-resistance and size of the benchmarks, but
sightly worsens the performance for disproving non-fault-resistant benchmarks as they are
easy to disprove and the vulnerable gate reduction itself has some overhead.

6 Related work
Various equivalence checking techniques have been proposed such as SAT/SMT-based ones
(e.g., [GPB01, KH03, KSHK07, AA17, MCBE06]) and BDD-based ones (e.g., [Pix92, vE98,
Bry86, KK97]). Similarly, SAT/SMT-based (e.g., [BCCZ99, MSKM16, JKSC08, BCC+99,
BCF+07, BM10, Bra11, LS14]) and BDD-based (e.g., [BCM+90, BCL+94, CG18]) safety
verification techniques have been proposed via model-checking, where safety properties
are expressed as assertions using temporal logic. However, they are orthogonal to our
work and these approaches cannot be directly applied to check fault-resistance, though our
SAT encoding method is inspired by the existing SAT-based ones for checking equivalence.
Indeed, the fault-resistance problem is significantly different from the functional equivalence
problem and cannot be easily expressed as a safety property. Moreover, our vulnerable gate
reduction which is very effective in improving verification efficiency cannot be leveraged
using existing tools.

Due to the severity of fault injection attacks, many simulation- and SAT-based ap-
proaches have been proposed to find effective fault vectors or check the effectiveness of a
user-specified fault vector (e.g., [SKK13, BGE+17, SMD18, AWMN20, KRH17, SSR+20,
WLR+21, NOV+22, BDF+14, FM14, WMGF18, WGF19, WGF20]). Though promising,
it is infeasible, if not impossible, to verify a given circuit considering all possible fault
vectors that could occur under all valid input combinations. To fill this gap, a BDD-based
approach FIVER was proposed [RBSS+21], which exclusively focuses on fault-resistance
verification.

In general, for each possible fault vector, FIVER builds a BDD model to represent
the concrete faulty circuit w.r.t. the fault vector and analyzes fault-resistance w.r.t. the
fault vector by comparing the BDD model with the BDD model of the original circuit.
FIVER can efficiently find all the effective fault vectors when the BDD model is successfully
constructed. For a fair comparison, we adopted the early-abort strategy of FIVER in
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our experiments which stops the analysis process when an effective fault vector is found.
FIVER can also be used to compute the maximal number of fault events per clock cycle for
which the circuit is fault-resistant. Though several optimizations were proposed, it suffers
from the combinatorial exploration problem with the increase of fault types, vulnerable
gates and clock cycles, in particular, it may fail to construct BDD models when the size of
the circuit increases, thus is limited in efficiency and scalability. In contrast, our goal is
to prove/disprove fault-resistance instead of finding all the effective fault vectors w.r.t. a
given fault-resistance model or computing the maximal number of fault events per clock
cycle for which the circuit is fault-resistant. We propose to reduce the problem to SAT
solving instead of using BDD to fully utilize the conflict-driven clause learning feature
of modern SAT solvers. Thanks to our novel fault event encoding method and effective
vulnerable gate reduction, our approach does not need to explicitly enumerate all the
possible fault vectors. Thus, FIRMER scales very well and is significantly more efficient than
FIVER on relatively larger benchmarks. In summary, the BDD-based approach, FIVER, is
exclusively able to find all the effective fault injections and compute the maximal number
of fault events per clock cycle, and is suitable for proving/disproving fault-resistance on
small benchmarks. Instead, our SAT-based approach, FIRMER, is better particularly on
relatively large benchmarks, but currently only reports one effective fault vector if the
circuit is not fault-resistant, and cannot compute the maximal number of fault events per
clock cycle for which the circuit is fault-resistant. We remark that with our fault event
encoding method (without vulnerable gate reduction), one could generate all effective fault
vectors by applying ALLSAT (e.g. [LMZY22]) on the resulting Boolean formula, though it
may be costly. Indeed, ALLSAT can find all the satisfying assignments for a given Boolean
formula. Our approach could also be used for computing the maximal number of fault
events per clock cycle for which the circuit is fault-resistant by iteratively increasing this
number from 1. We leave them as interesting future work.

In the concurrent work [TAC+23], an approach was proposed for formal analysis of a full
system composed of hardware and software components under microarchitecture-level fault
injections. In contrast, we focus on cryptographic circuits against gate-level fault injections.
Besides this, there are several key differences with our work. (1) The extension of fault
injections to combinational circuits is not formalized in [TAC+23] although implemented in
their tool; we present the detailed encoding. (2) [TAC+23] considered different fault types
for verifying reachability properties but only added an extra variable to control the fault
injection; we additionally used variables to choose fault types for verifying equivalence-like
properties. Explicitly enumerating all the combinations of fault types for full coverage
and equivalence-like properties using [TAC+23] is not scalable. (3) [TAC+23] relies on
off-the-shelf SMT-based model-checkers; we directly reduce the problem to SAT/SMT
solving. (4) We further present the coNP-completeness result and a novel vulnerable gate
reduction which is very effective in proving fault-resistant benchmarks.

Countermeasure synthesis techniques have been proposed to repair flaws (e.g., [EWW16,
WLR+21, RRHB20]). However, they do not provide security guarantees (e.g., [WLR+21,
RRHB20]) or are limited to one specific type of fault injection attacks (e.g., clock glitches
in [EWW16]) and thus are still vulnerable to other fault injection attacks.

7 Conclusion
We have formalized the fault-resistance verification problem and proved that it is coNP-
complete for the first time. We proposed novel fault encoding and SAT encoding methods to
reduce the fault-resistance verification problem to the SAT problem so that state-of-the-art
SAT solvers can be harnessed. We also presented a novel vulnerable gate reduction technique
to effectively reduce the number of vulnerable gates, which can significantly improve
verification efficiency. We implemented our approach in an open-source tool FIRMER which
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has been extensively evaluated on a set of real-world cryptographic circuits, demonstrating
its effectiveness and efficiency. Experimental results showed that our approach significantly
outperforms the state-of-the-art fault-resistance verification approaches. Our tool enables
hardware designers to assess and verify the countermeasures in a systematic and automatic
way, thus improving the development and security of cryptographic circuits.

For future research, it would be interesting to develop automated flaw repair techniques
by leveraging the verification approaches from our approach. Moreover, the current work
targets cryptographic circuits, but it would be interesting to extend our approach to
general circuits, in particular, CPU designs, and furthermore, full systems composed of
CPU design and software components.
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A Detailed Results of the Number of Threads of Section 5
The detailed experimental results of AES-R1-b1-D, AES-R1-b2-D, and CRAFT-R4-b3-D
by varying the number of threads from 1 to 12 are reported in Table 6.
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Table 6: Results of verifying fault-resistance of AES-R1-b1-D, AES-R1-b2-D, and CRAFT-
R4-b3-D using FIRMER (SAT) by varying the number of threads.

FIRMER (SAT) SMT
#Thread 1 2 4 6 8 10 12
AES-R1-b1-ne1 1234.31 662.06 385.52 258.38 195.24 179.58 146.25 4856.58
AES-R1-b1-ne2 2.34 2.39 2.44 2.50 2.57 2.65 2.70 3650.83
AES-R1-b2-ne2 11028.35 6218.07 3317.16 2329.37 1850.07 1536.98 1364.48 23542.57
AES-R1-b2-ne3 5.16 5.00 5.05 5.21 5.28 5.41 5.46 3386.38
CRAFT-R4-b3-ne3-nc1 453.57 264.05 136.66 94.12 62.07 55.14 45.52 1188.03
CRAFT-R4-b3-ne4-nc1 0.73 0.71 0.74 0.76 0.77 0.80 0.81 8.25
CRAFT-R4-b3-ne3-nc2 998.18 524.15 295.33 206.91 155.75 136.38 127.18 978.78
CRAFT-R4-b3-ne3-nc3 577.90 290.44 150.73 102.40 82.08 66.91 55.21 900.28
CRAFT-R4-b3-ne3-nc4 398.52 217.15 120.24 76.40 71.15 54.40 45.34 916.13
CRAFT-R4-b3-ne3-nc5 396.56 208.42 103.70 75.11 55.16 46.08 37.08 922.49

B Fault-resistance Verification with Fault Type τbf Only
In this section, in additional to the previous section, we evaluate FIRMER for verifying
fault-resistance with the fault type τbf solely.

B.1 Efficiency of FIRMER for Fault-resistance Verification
We compare FIRMER with (1) the state-of-the-art verifier FIVER and (2) an SMT-based
approach which directly checks the constraints generated by our encoding method without
translating to Boolean formulas.

The results are reported in Table 7, where both the SAT solver Glucose and the
BDD-based verifier FIVER are run with 8 threads while the SMT solver Bitwuzla is run
with a single thread. Columns (2CNF) and (Solving) give the execution time of building
and solving Boolean formulas in seconds, respectively. Columns (Total) and (Time) give
the total execution time in seconds. Mark 3 (resp. 7) indicates that the protected circuit
S ′ is fault-resistant (resp. not fault-resistant) w.r.t. the given fault-resistance model in
column “Model".

Overall, FIRMER (i.e., SAT-based approach) solved all the verification tasks, the
SMT-based approach ran out of time on one verification task, while FIVER ran out of
time on 30 verification tasks. The SAT/SMT-based approach becomes more and more
efficient than FIVER with the increase of round numbers (i.e., Ri) and the maximal
number of protected faulty bits (i.e., bj). FIRMER is still significantly more efficient than
the SMT-based approach on relatively larger benchmarks (e.g., AES-R1-b1, AES-R1-b2,
AES-R2-b1, AES-R2-b2, CRAFT-R1-b2-C, CRAFT-R2-b2-C, CRAFT-R3-b3-D, CRAFT-
R4-b3-D, LED-R2-b1-D, LED-R2-b2-D, LED-R3-b1-D, LED-R3-b2-D, etc.) while they
are comparable on smaller benchmarks.

Interestingly, we found that (i) implementations with correction-based countermeasures
are more difficult to prove than those with detection-based countermeasures (e.g., CRAFT-
Ri-bj-C vs. CRAFT-Ri-bj-D, for i = 1, 2 and j = 1, 2), because implementing correction-
based countermeasures require more gates; (ii) FIRMER is more efficient at disproving
fault-resistance than proving fault-resistance, because UNSAT instances are often more
difficult to prove than SAT instances in CDCL SAT solvers. (iii) FIRMER often scales very
well with an increase of the round numbers (i.e., Ri for i = 1, 2, 3, 4), the maximal number
of protected faulty bits (i.e., bj for j = 1, 2, 3), the maximum number of fault events per
clock cycle (i.e., ne) and the maximum number of clock cycles in which fault events can
occur (i.e., nc), but FIVER has very limited scalability.

To understand the effect of the number of threads, we evaluate FIRMER on the
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Figure 9: Results with different number of threads and only the fault type τbf

Table 7: Verification results with only the fault type τbf .

Name Model FIRMER (SAT) SMT FIVER R DR#Var # Cls 2CNF Solving Total Time Time

AES-R1-b1-D ζ(1, 1, τbf , lm) 34822 246273 1.87 159.44 161.31 4728.67 24.50 3 3
AES-R1-b1-D ζ(2, 1, τbf , lm) 46570 181812 2.33 0.41 2.74 3192.99 10154.53 7 7
AES-R1-b2-D ζ(2, 1, τbf , lm) 56196 243722 4.50 1397.42 1401.92 24397.81 timeout 3 3
AES-R1-b2-D ζ(3, 1, τbf , lm) 60291 268197 4.44 0.66 5.10 5254.88 timeout 7 7

AES-R2-b1-D ζ(1, 1, τbf , lm) 74678 528469 33.18 1132.13 1165.31 47809.92 timeout 3 3
AES-R2-b1-D ζ(2, 1, τbf , lm) 92900 449460 33.25 3.13 36.38 20206.54 timeout 7 7
AES-R2-b2-D ζ(2, 1, τbf , lm) 124574 565820 78.85 5905.02 5983.87 timeout timeout 3 3
AES-R2-b2-D ζ(3, 1, τbf , lm) 133659 632641 79.25 6.27 85.52 88.75 timeout 7 7

CRAFT-R1-b1-C ζ(1, 1, τbf , lm) 4326 26659 0.09 0.64 0.73 5.87 0.10 3 3
CRAFT-R1-b1-C ζ(2, 1, τbf , lm) 5167 24760 0.09 0.06 0.15 0.16 1.03 7 7
CRAFT-R1-b2-C ζ(2, 1, τbf , lm) 35997 188158 2.11 142.04 144.15 2586.82 175.84 3 3
CRAFT-R1-b2-C ζ(3, 1, τbf , lm) 38195 212732 2.24 0.56 2.80 9.79 958.40 7 7
CRAFT-R1-b1-D ζ(1, 1, τbf , lm) 1347 7890 0.02 0.16 0.18 0.36 0.03 3 3
CRAFT-R1-b1-D ζ(2, 1, τbf , lm) 1659 7471 0.03 0.02 0.05 0.01 0.06 7
CRAFT-R1-b2-D ζ(2, 1, τbf , lm) 2165 10140 0.03 0.31 0.34 0.61 0.17 3 3
CRAFT-R1-b2-D ζ(3, 1, τbf , lm) 2347 11418 0.04 0.04 0.08 0.01 8.64 7 7
CRAFT-R1-b3-D ζ(3, 1, τbf , lm) 2572 14530 0.04 0.64 0.68 5.12 310.40 3 3
CRAFT-R1-b3-D ζ(4, 1, τbf , lm) 2730 15916 0.04 0.05 0.09 0.58 1724.35 7 7

CRAFT-R2-b1-C ζ(1, 1, τbf , lm) 8008 49988 0.18 13.44 13.62 91.76 2.09 3 3
CRAFT-R2-b1-C ζ(2, 1, τbf , lm) 9579 46410 0.20 0.13 0.33 0.42 41.27 7 7
CRAFT-R2-b2-C ζ(2, 1, τbf , lm) 70834 361687 5.50 1891.50 1897.00 12779.36 1770.58 3 3
CRAFT-R2-b2-C ζ(3, 1, τbf , lm) 75079 407564 5.60 2.20 7.80 2464.15 3317.16 7 7
CRAFT-R2-b1-D ζ(1, 1, τbf , lm) 2595 15155 0.04 0.91 0.95 1.89 0.64 3 3
CRAFT-R2-b1-D ζ(2, 1, τbf , lm) 3195 14214 0.03 0.04 0.07 0.04 1.05 7 7
CRAFT-R2-b1-D ζ(1, 2, τbf , lm) 2595 15155 0.05 0.85 0.90 3.63 124.40 3 3
CRAFT-R2-b1-D ζ(1, 3, τbf , lm) 2594 15153 0.06 0.62 0.68 3.53 25815.91 3 3
CRAFT-R2-b2-D ζ(2, 1, τbf , lm) 4015 19410 0.09 0.94 1.03 6.03 6.50 3 3
CRAFT-R2-b2-D ζ(3, 1, τbf , lm) 4324 21975 0.05 0.06 0.11 0.05 89.51 7 7
CRAFT-R2-b2-D ζ(2, 2, τbf , lm) 4015 19410 0.14 1.02 1.16 8.63 timeout 3 3

CRAFT-R3-b3-D ζ(3, 1, τbf , lm) 7066 38313 0.17 13.11 13.28 241.14 timeout 3 3
CRAFT-R3-b3-D ζ(4, 1, τbf , lm) 7462 41709 0.17 0.11 0.28 3.19 timeout 7 7
CRAFT-R3-b3-D ζ(3, 2, τbf , lm) 7068 38332 0.17 15.08 15.25 243.42 timeout 3 3
CRAFT-R3-b3-D ζ(3, 3, τbf , lm) 7066 38313 0.18 16.36 16.54 242.72 timeout 3 3
CRAFT-R3-b3-D ζ(3, 4, τbf , lm) 7065 38309 0.15 14.32 14.47 241.82 timeout 3 3

CRAFT-R4-b3-D ζ(3, 1, τbf , lm) 9209 50064 0.60 23.10 23.70 717.94 timeout 3 3
CRAFT-R4-b3-D ζ(4, 1, τbf , lm) 9732 54521 0.62 0.16 0.78 6.87 timeout 7 7
CRAFT-R4-b3-D ζ(3, 2, τbf , lm) 9211 50095 0.59 34.93 35.52 667.81 timeout 3 3
CRAFT-R4-b3-D ζ(3, 3, τbf , lm) 9211 50095 0.56 26.07 26.63 671.85 timeout 3 3
CRAFT-R4-b3-D ζ(3, 4, τbf , lm) 9209 50064 0.58 25.43 26.01 688.15 timeout 3 3
CRAFT-R4-b3-D ζ(3, 5, τbf , lm) 9208 50057 0.57 25.95 26.52 691.08 timeout 3 3

LED-R1-b1-D ζ(1, 1, τbf , lm) 1866 10623 0.06 0.46 0.52 11.63 0.07 3 3
LED-R1-b1-D ζ(2, 1, τbf , lm) 2231 9401 0.05 0.02 0.07 0.02 0.74 7 7
LED-R1-b2-D ζ(2, 1, τbf , lm) 2628 12473 0.09 1.54 1.63 12.01 1.40 3 3
LED-R1-b2-D ζ(3, 1, τbf , lm) 2755 13268 0.07 0.03 0.10 0.03 32.71 7 7

Continued on next page
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Table 7 – continued from previous page
Name Model FIRMER (SAT) SMT FIVER R DR#Var # Cls 2CNF Solving Total Time Time

LED-R2-b1-D ζ(1, 1, τbf , lm) 3594 21569 0.12 1.68 1.80 54.22 timeout 3 3
LED-R2-b1-D ζ(2, 1, τbf , lm) 4162 20409 0.09 0.07 0.16 1.44 timeout 7 7
LED-R2-b2-D ζ(2, 1, τbf , lm) 5116 26420 0.12 3.21 3.33 266.12 timeout 3 3
LED-R2-b2-D ζ(3, 1, τbf , lm) 5370 29218 0.14 0.08 0.22 2.21 timeout 7 7

LED-R3-b1-D ζ(1, 1, τbf , lm) 5249 31588 0.13 4.28 4.41 263.93 timeout 3 3
LED-R3-b1-D ζ(2, 1, τbf , lm) 6103 29921 0.13 0.11 0.24 2.96 timeout 7 7
LED-R3-b2-D ζ(2, 1, τbf , lm) 7735 38318 0.12 7.79 7.91 394.05 timeout 3 3
LED-R3-b2-D ζ(3, 1, τbf , lm) 8116 41939 0.22 0.15 0.37 3.06 timeout 7 7

GIFT-R1-b1-D ζ(1, 1, τbf , lm) 1214 7028 0.07 0.08 0.15 2.30 0.02 3 3
GIFT-R1-b1-D ζ(2, 1, τbf , lm) 1500 6522 0.07 0.03 0.10 1.50 0.05 7 7
GIFT-R1-b2-D ζ(2, 1, τbf , lm) 2058 10370 0.12 0.13 0.25 5.31 0.19 3 3
GIFT-R1-b2-D ζ(3, 1, τbf , lm) 2184 11760 0.12 0.03 0.15 3.45 4.01 7 7

GIFT-R2-b1-D ζ(1, 1, τbf , lm) 2323 13610 0.13 0.18 0.31 6.82 0.10 3 3
GIFT-R2-b1-D ζ(2, 1, τbf , lm) 2908 12597 0.14 0.04 0.18 3.73 0.44 7 7
GIFT-R2-b2-D ζ(2, 1, τbf , lm) 3817 19365 0.26 0.43 0.69 20.48 2.71 3 3
GIFT-R2-b2-D ζ(3, 1, τbf , lm) 4070 21962 0.27 0.05 0.32 0.23 120.08 7 7

PRESENT-R1-b1-D ζ(1, 1, τbf , lm) 1576 8719 0.08 0.08 0.16 2.61 0.02 3 3
PRESENT-R1-b1-D ζ(2, 1, τbf , lm) 1871 8342 0.08 0.03 0.11 1.67 0.06 7 7
PRESENT-R1-b2-D ζ(2, 1, τbf , lm) 2665 13245 0.14 0.13 0.27 9.25 0.24 3 3
PRESENT-R1-b2-D ζ(3, 1, τbf , lm) 2855 15211 0.15 0.04 0.19 9.71 4.19 7 7

Continued on next page
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Table 8: Results of verifying fault-resistance of AES-R1-b1-D, AES-R1-b2-D, and CRAFT-
R4-b3-D using FIRMER (SAT) with only the fault type τbf by varying the number of
threads.

FIRMER (SAT) SMT
#Thread 1 2 4 6 8 10 12
AES-R1-b1-ne1 1192.68 513.15 317.66 226.61 161.31 145.69 119.36 4728.67
AES-R1-b1-ne2 2.71 2.70 2.74 2.84 2.74 2.91 3.02 3192.99
AES-R1-b2-ne2 8882.96 4349.25 2564.76 1796.85 1401.92 1253.49 1139.42 24397.81
AES-R1-b2-ne3 6.59 6.78 6.67 6.77 6.67 6.99 7.08 5254.88
CRAFT-R4-b3-ne3-nc1 82.61 51.79 31.79 24.56 23.70 19.56 17.15 484.17
CRAFT-R4-b3-ne4-nc1 0.67 0.67 0.69 0.67 0.78 0.81 0.86 6.87
CRAFT-R4-b3-ne3-nc2 120.11 91.31 48.79 40.44 35.52 30.15 26.83 437.81
CRAFT-R4-b3-ne3-nc3 93.24 62.00 36.55 28.61 26.63 26.40 24.06 481.85
CRAFT-R4-b3-ne3-nc4 90.88 62.49 37.16 27.81 26.01 23.66 21.79 498.15
CRAFT-R4-b3-ne3-nc5 94.53 58.37 35.38 28.61 26.52 25.07 24.04 531.08

Table 7 – continued from previous page
Name Model FIRMER (SAT) SMT FIVER R DR#Var # Cls 2CNF Solving Total Time Time

PRESENT-R2-b1-D ζ(1, 1, τbf , lm) 3074 17622 0.15 0.25 0.40 8.90 0.13 3 3
PRESENT-R2-b1-D ζ(2, 1, τbf , lm) 3652 16721 0.16 0.04 0.20 1.31 0.77 7 7
PRESENT-R2-b2-D ζ(2, 1, τbf , lm) 5418 25447 0.31 0.43 0.74 22.87 3.16 3 3
PRESENT-R2-b2-D ζ(3, 1, τbf , lm) 5751 28524 0.30 0.06 0.36 0.34 113.94 7 7

SIMON-R1-b1-D ζ(1, 1, τbf , lm) 781 4788 0.04 0.06 0.10 1.04 0.01 3 3
SIMON-R1-b1-D ζ(2, 1, τbf , lm) 991 4519 0.04 0.02 0.06 0.88 0.04 7 7
SIMON-R1-b2-D ζ(2, 1, τbf , lm) 1348 7121 0.08 0.11 0.19 2.89 0.14 3 3
SIMON-R1-b2-D ζ(3, 1, τbf , lm) 1458 8223 0.08 0.03 0.11 1.88 6.21 7 7

SIMON-R2-b1-D ζ(1, 1, τbf , lm) 1312 8555 0.06 0.08 0.14 3.46 timeout 3 3
SIMON-R2-b1-D ζ(2, 1, τbf , lm) 1646 8156 0.06 0.03 0.09 2.07 timeout 7 7
SIMON-R2-b2-D ζ(2, 1, τbf , lm) 2485 12623 0.12 0.20 0.32 16.91 timeout 3 3
SIMON-R2-b2-D ζ(3, 1, τbf , lm) 2690 14420 0.12 0.04 0.16 6.97 timeout 7 7

benchmarks AES-R1-b1-D, AES-R1-b2-D, and CRAFT-R4-b3-D by varying the number of
threads from 1 to 12. The results are depicted in Fig. 9(a) and Fig. 9(b), respectively, where
nei and ncj denote the fault-resistance mode ζ(i, j, τbf , lm). Detailed results are reported
in Table 8. We can observe that FIRMER always outperforms the SMT-based approach.
On the fault-resistant benchmarks (i.e., curves with bj-nek such that j ≥ k), FIRMER
becomes more and more efficient while the improvement becomes less and less, with the
increase of the number of threads. On the non-fault-resistant benchmarks (i.e., curves
with bj-nek such that j < k), multi-threading does not improve performance and instead
slightly worsens performance, because they are easy to disprove and thread scheduling
causes overhead.

B.2 Effectiveness of the Vulnerable Gate Reduction
We evaluate FIRMER with/without the vulnerable gate reduction using 8 threads for SAT
solving, considering only the fault type τbf .

The results are reported in Table 9, where columns (#Gate) give the number of
vulnerable gates that should be considered when verifying fault-resistance. We can observe
that our vulnerable gate reduction is able to significantly reduce the number of vulnerable
gates that should be considered when verifying fault-resistance, 70% reduction rate on
average, consequently, significantly reducing the size of the resulting Boolean formulas
and accelerating fault-resistance verification, no matter the adopted countermeasure,
fault-resistance model, fault-resistance and size of the benchmarks.
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Table 9: Results of FIRMER with/without vulnerable gate reduction using only
the fault type τbf .

Name Model Without reduction With reduction R DR#Var #Cls #Gate Time #Var #Cls #Gate Time

AES-R1-b1-D ζ(1, 1, τbf , lm) 77675 577979 24432 972.45 34822 246273 7920 161.31 3 3
AES-R1-b1-D ζ(2, 1, τbf , lm) 100592 417708 24432 3.52 46570 181812 7920 2.74 7 7
AES-R1-b2-D ζ(2, 1, τbf , lm) 149413 466954 33104 timeout 56196 243722 10640 1401.92 3 3
AES-R1-b2-D ζ(3, 1, τbf , lm) 165796 517451 33104 6.09 60291 268197 10640 5.10 7 7

AES-R2-b1-D ζ(1, 1, τbf , lm) 172147 1277143 49152 4749.92 74678 528469 15872 1165.31 3 3
AES-R2-b1-D ζ(2, 1, τbf , lm) 234594 982452 49152 40.11 92900 449460 15872 36.38 7 7
AES-R2-b2-D ζ(2, 1, τbf , lm) 303910 1319943 66592 timeout 124574 565820 21408 5983.87 3 3
AES-R2-b2-D ζ(3, 1, τbf , lm) 328643 1578156 66592 90.39 133659 632641 21408 85.52 7 7

CRAFT-R1-b1-C ζ(1, 1, τbf , lm) 9773 70431 2948 3.71 4326 26659 760 0.73 3 3
CRAFT-R1-b1-C ζ(2, 1, τbf , lm) 12422 61020 2948 0.28 5167 24760 760 0.15 7 7
CRAFT-R1-b2-C ζ(2, 1, τbf , lm) 88296 415886 19636 2263.07 35997 188158 5672 144.15 3 3
CRAFT-R1-b2-C ζ(3, 1, τbf , lm) 96746 500084 19636 4.10 38195 212732 5672 2.80 7 7
CRAFT-R1-b1-D ζ(1, 1, τbf , lm) 2657 17579 766 0.26 1347 7890 274 0.18 3 3
CRAFT-R1-b1-D ζ(2, 1, τbf , lm) 3493 15509 766 0.08 1659 7471 274 0.05 7 7
CRAFT-R1-b2-D ζ(2, 1, τbf , lm) 4716 22755 1139 1.32 2165 10140 376 0.34 3 3
CRAFT-R1-b2-D ζ(3, 1, τbf , lm) 5214 27519 1139 0.12 2347 11418 376 0.08 7 7
CRAFT-R1-b3-D ζ(3, 1, τbf , lm) 5990 31598 1296 10.24 2572 14530 448 0.68 3 3
CRAFT-R1-b3-D ζ(4, 1, τbf , lm) 6468 35656 1296 0.18 2730 15916 448 0.09 7 7

CRAFT-R2-b1-C ζ(1, 1, τbf , lm) 18430 134017 5656 71.00 8008 49988 1440 13.62 3 3
CRAFT-R2-b1-C ζ(2, 1, τbf , lm) 23948 115187 5656 0.76 9579 46410 1440 0.33 7 7
CRAFT-R2-b2-C ζ(2, 1, τbf , lm) 172699 818270 38872 timeout 70834 361687 11200 1897.00 3 3
CRAFT-R2-b2-C ζ(3, 1, τbf , lm) 189340 988323 38872 10.88 75079 407564 11200 7.80 7 7
CRAFT-R2-b1-D ζ(1, 1, τbf , lm) 5169 34088 1480 3.14 2595 15155 508 0.95 3 3
CRAFT-R2-b1-D ζ(2, 1, τbf , lm) 7058 29782 1480 0.16 3195 14214 508 0.07 7 7
CRAFT-R2-b1-D ζ(1, 2, τbf , lm) 5169 34088 1480 4.32 2595 15155 508 0.90 3 3
CRAFT-R2-b1-D ζ(1, 3, τbf , lm) 5168 34086 1480 3.59 2594 15153 508 0.68 3 3
CRAFT-R2-b2-D ζ(2, 1, τbf , lm) 9294 43390 2180 58.66 4015 19410 672 1.03 3 3
CRAFT-R2-b2-D ζ(3, 1, τbf , lm) 10303 51899 2180 0.25 4324 21975 672 0.11 7 7
CRAFT-R2-b2-D ζ(2, 2, τbf , lm) 9294 43390 2180 33.45 4015 19410 672 1.16 3 3

CRAFT-R3-b3-D ζ(3, 1, τbf , lm) 17284 92557 3776 1274.24 7066 38313 1104 13.28 3 3
CRAFT-R3-b3-D ζ(4, 1, τbf , lm) 18656 104353 3776 0.43 7462 41709 1104 0.28 7 7
CRAFT-R3-b3-D ζ(3, 2, τbf , lm) 17286 92576 3776 2323.82 7068 38332 1104 15.25 3 3
CRAFT-R3-b3-D ζ(3, 3, τbf , lm) 17284 92557 3776 1615.21 7066 38313 1104 16.54 3 3
CRAFT-R3-b3-D ζ(3, 4, τbf , lm) 17283 92553 3776 1461.67 7065 38309 1104 14.47 3 3

CRAFT-R4-b3-D ζ(3, 1, τbf , lm) 22681 122758 4992 2152.98 9209 50064 1440 23.70 3 3
CRAFT-R4-b3-D ζ(4, 1, τbf , lm) 24500 138447 4992 1.08 9732 54521 1440 0.78 7 7
CRAFT-R4-b3-D ζ(3, 2, τbf , lm) 22683 122789 4992 8174.81 9211 50095 1440 35.52 3 3
CRAFT-R4-b3-D ζ(3, 3, τbf , lm) 22683 122789 4992 4473.37 9211 50095 1440 26.63 3 3
CRAFT-R4-b3-D ζ(3, 4, τbf , lm) 22681 122758 4992 3864.15 9209 50064 1440 26.01 3 3
CRAFT-R4-b3-D ζ(3, 5, τbf , lm) 22680 122751 4992 3626.20 9208 50057 1440 26.52 3 3

LED-R1-b1-D ζ(1, 1, τbf , lm) 3886 29433 1312 3.87 1866 10623 240 0.52 3 3
LED-R1-b1-D ζ(2, 1, τbf , lm) 5329 21857 1312 0.10 2231 9401 240 0.07 7 7
LED-R1-b2-D ζ(2, 1, τbf , lm) 8128 27465 1888 27.49 2628 12473 336 1.63 3 3
LED-R1-b2-D ζ(3, 1, τbf , lm) 8991 30212 1888 0.20 2755 13268 336 0.10 7 7

LED-R2-b1-D ζ(1, 1, τbf , lm) 8139 61143 2496 26.85 3594 21569 480 1.80 3 3
LED-R2-b1-D ζ(2, 1, τbf , lm) 10202 53817 2496 0.29 4162 20409 480 0.16 7 7
LED-R2-b2-D ζ(2, 1, τbf , lm) 15630 69468 3536 279.56 5116 26420 672 3.33 3 3
LED-R2-b2-D ζ(3, 1, τbf , lm) 17116 80426 3536 0.57 5370 29218 672 0.22 7 7

LED-R3-b1-D ζ(1, 1, τbf , lm) 11963 90062 3680 63.25 5249 31588 720 4.41 3 3
LED-R3-b1-D ζ(2, 1, τbf , lm) 15464 77778 3680 0.45 6103 29921 720 0.24 7 7
LED-R3-b2-D ζ(2, 1, τbf , lm) 22448 103306 5184 453.41 7735 38318 1008 7.91 3 3
LED-R3-b2-D ζ(3, 1, τbf , lm) 24493 121295 5184 0.69 8116 41939 1008 0.37 7 7

GIFT-R1-b1-D ζ(1, 1, τbf , lm) 2959 20017 912 0.30 1214 7028 224 0.15 3 3
GIFT-R1-b1-D ζ(2, 1, τbf , lm) 4316 17002 912 0.13 1500 6522 224 0.10 7 7
GIFT-R1-b2-D ζ(2, 1, τbf , lm) 5835 28978 1472 1.04 2058 10370 336 0.25 3 3
GIFT-R1-b2-D ζ(3, 1, τbf , lm) 6425 35552 1472 0.25 2184 11760 336 0.15 7 7

GIFT-R2-b1-D ζ(1, 1, τbf , lm) 5756 39119 1776 0.90 2323 13610 432 0.31 3 3
GIFT-R2-b1-D ζ(2, 1, τbf , lm) 8298 33221 1776 0.25 2908 12597 432 0.18 7 7
GIFT-R2-b2-D ζ(2, 1, T , lm) 11673 55595 2848 4.41 3817 19365 624 0.69 3 3
GIFT-R2-b2-D ζ(3, 1, τbf , lm) 12774 67536 2848 0.53 4070 21962 624 0.32 7 7

PRESENT-R1-b1-D ζ(1, 1, τbf , lm) 4063 27837 1224 0.48 1576 8719 260 0.16 3 3
PRESENT-R1-b1-D ζ(2, 1, τbf , lm) 5291 23503 1224 0.17 1871 8342 260 0.11 7 7
PRESENT-R1-b2-D ζ(2, 1, τbf , lm) 8967 36377 1992 1.55 2665 13245 448 0.27 3 3
PRESENT-R1-b2-D ζ(3, 1, τbf , lm) 9805 42551 1992 0.28 2855 15211 448 0.19 7 7

Continued on next page
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Table 9 – continued from previous page
Name Model Without reduction With reduction R DR#Var #Cls #Gate Time #Var #Cls #Gate Time

PRESENT-R2-b1-D ζ(1, 1, τbf , lm) 7976 55262 2400 1.76 3074 17622 504 0.40 3 3
PRESENT-R2-b1-D ζ(2, 1, τbf , lm) 10263 47100 2400 0.33 3652 16721 504 0.20 7 7
PRESENT-R2-b2-D ζ(2, 1, τbf , lm) 17371 71719 3888 6.10 5418 25447 848 0.74 3 3
PRESENT-R2-b2-D ζ(3, 1, τbf , lm) 19080 84140 3888 0.58 5751 28524 848 0.36 7 7

SIMON-R1-b1-D ζ(1, 1, τbf , lm) 1087 7301 320 0.12 781 4788 176 0.10 3 3
SIMON-R1-b1-D ζ(2, 1, τbf , lm) 1528 6516 320 0.07 991 4519 176 0.06 7 7
SIMON-R1-b2-D ζ(2, 1, τbf , lm) 2182 10860 520 0.30 1348 7121 272 0.19 3 3
SIMON-R1-b2-D ζ(3, 1, τbf , lm) 2388 12906 520 0.12 1458 8223 272 0.11 7 7

SIMON-R2-b1-D ζ(1, 1, τbf , lm) 1941 13625 592 0.27 1312 8555 336 0.14 3 3
SIMON-R2-b1-D ζ(2, 1, τbf , lm) 2654 12111 592 0.11 1646 8156 336 0.09 7 7
SIMON-R2-b2-D ζ(2, 1, τbf , lm) 4070 19437 944 0.81 2485 12623 496 0.32 3 3
SIMON-R2-b2-D ζ(3, 1, τbf , lm) 4443 22738 944 0.20 2690 14420 496 0.16 7 7
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