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Abstract. Lattice-based cryptography has laid the foundation of various modern-day
cryptosystems that cater to several applications, including post-quantum cryptography.
For structured lattice-based schemes, polynomial arithmetic is a fundamental part.
In several instances, the performance optimizations come from implementing compact
multipliers due to the small range of the secret polynomial coefficients. However,
this optimization does not easily translate to side-channel protected implementations
since masking requires secret polynomial coefficients to be distributed over a large
range. In this work, we address this problem and propose two novel generalized
techniques, one for the number theoretic transform (NTT) based and another for
the non-NTT-based polynomial arithmetic. Both these proposals enable masked
polynomial multiplication while utilizing and retaining the small secret property.
For demonstration, we used the proposed technique and instantiated masked mul-
tipliers for schoolbook as well as NTT-based polynomial multiplication. Both of
these can utilize the compact multipliers used in the unmasked implementations. The
schoolbook multiplication requires an extra polynomial accumulation along with the
two polynomial multiplications for a first-order protected implementation. However,
this cost is nothing compared to the area saved by utilizing the existing cheap multi-
plication units. We also extensively test the side-channel resistance of the proposed
design through TVLA to guarantee its first-order security.

Keywords: Masking - Side-Channel Attacks - Lattice-based Cryptography - Post-
Quantum Cryptography

1 Introduction

The development of new and fatal attacks against classical cryptographic schemes (e.g.,
RSA, ECC) seems unlikely, but the advent of quantum computers has threatened their
security. It came to light in 1997 when Peter Shor proposed an efficient quantum algorithm
to solve integer factorization and discrete logarithm problems [Sho97]. While quantum
computers are still far from reaching the computational power needed to break the
classical schemes, the recent technological developments [AABT19, IBM] have been slowly
bridging the gap. Experts believe that within 15 years, quantum computers will pose
a substantial threat to public-key cryptography [MP21]. Hence, it is urgent to develop
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and migrate to quantum-resistant alternatives to prevent security breaches. As a first
step, the American National Institute of Standards and Technology (NIST) initiated a
standardization process in 2016 to find new quantum-resistant protocols, also known as
Post Quantum Cryptography (PQC), for key encapsulation and digital signatures. In
this standardization, the lattice-based schemes debuted as the most promising candidates.
These schemes offered good performance, efficiency, low latency, and agility.

While the NIST standardization aimed at selecting a portfolio of post-quantum algo-
rithms for general applications, there is a need for developing tailored post-quantum schemes
that meet application-specific needs, for example, the constraints of the IoT and automotive
applications. In recent years, several new post-quantum algorithms [DPPvW22, MKKV21]
have emerged with better performance or security features (or both) than the candidate
algorithms in the NIST standardization. Security against side-channel attacks [MOPO07] has
become an essential requirement in applications where an attacker can obtain side-channel
information such as variations in the power consumption or electromagnetic emanation, or
temperature of the cryptographic device.

Masking is a widely used countermeasure against differential power analysis-based
side-channel attacks [MOPOQ7]. Several masking schemes have been proposed in the lit-
erature [RRVV15, OSPG18, BDK™21b, AMD™*21, KDB*22, FBR*22] for lattice-based
public-key algorithms. Section 2.5 discusses masking works in more detail. Typically,
masking schemes for lattice-based algorithms increase the computation overhead by approx-
imately 2.5x to 6x (for first-order protection) with respect to unprotected implementations.
Therefore, significant research is needed to investigate masking schemes that reduce the
performance overhead. One of the computationally-intensive operations in lattice-based
algorithms is the multiplication of polynomials [SR19]. The asymptotically fastest method
for this is to use Number Theoretic Transform (NTT), which reduces polynomial multi-
plication to coefficient-wise multiplication. The NTT-based polynomial multiplication is
however limited to polynomial rings where the modulus ¢ is prime (we name such rings
“NTT-friendly”, while rings with no NTT are “NTT-unfriendly”). It is still possible to
use NTT-based polynomial multiplication to implement cryptographic algorithms with
NTT-unfriendly rings, but this comes at a performance overhead since it typically involves
computing NTTs with a significantly larger modulus (see Section 2.5).

On the other hand, recent works have shown that when a structured lattice-based

scheme uses a power-of-2 modulus, the masking countermeasure incurs the least perfor-
mance overhead [BDK*21b, FBR*22, KDB'22] since, when using binary (masked or not)
representations, a modular reduction is essentially free for such moduli. The downside of
using a power-of-2 modulus is that the ring is NTT-unfriendly. In learning with errors
(LWE) or learning with rounding (LWR)-based public-key schemes, this limitation is
mitigated since one operand polynomial (typically a secret or an error polynomial) is
always a small-coefficient polynomial, allowing significant optimizations in multiplication
algorithms, both “classical” (e.g, schoolbook, Toom-Cook or Karatsuba) and NTT-based
(allowing to use a smaller modulus [AMJ"22]). For example, [RB20] presents a very low
latency schoolbook polynomial multiplier (unprotected implementation) by using many
small-coefficient (hence low-cost) multipliers in parallel. Unfortunately, existing masking
schemes for lattice-based cryptography prevent such optimizations since they split a secret
or an error polynomial with small coefficients into uniformly random polynomials with
large coefficients.
Our Contributions: In this work, we propose two techniques to extend the benefits
of the small-coefficient property to masked implementations. These techniques are then
instantiated in concrete hardware design, implementation, and t-test evaluation to verify
real-life security guarantees.!

Our first method is an optimized technique for NTT-based polynomial multiplication in

LOur implementation is available at https://extgit.iaik.tugraz.at/sesys/kavach_artifacts.
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masked implementations of algorithms with NTT-unfriendly rings. Through a new choice
of group for the arithmetic masking, we are able to reduce the required size for the modulus
of the NTT. Among methods that improve over the worst-case “large coefficient” masked
NTT-based multiplication for NTT-unfriendly rings, our method is the first general one
(i.e., it works with any modulus), and it surpasses all the existing works (in hardware, it
uses two to three times less area for the same performance). This method works for any
masking order and has a cost (in computation time or area) proportional to the number
of shares. Another advantage of this method is that it can efficiently use hardware that
implements non-masked NTT-based polynomial multiplication in the same NTT-unfriendly
ring, allowing resource-sharing.

Our second method applies to “classical” multiplication algorithms. We propose a
new hybrid masking that combines arithmetic and Boolean masking, which allows us to
split small secret coefficients into small shares, thus preserving the small secret property.
We show how to use masking when implementing lattice-based cryptography, including
conversions between arithmetic and hybrid masking. Our new hybrid masking gadgets are
proven to be secure against first-order leakage in the hardware glitch-robust probing model.
Finally, we provide experimental validation by implementing the proposed algorithms in
hardware and performing leakage assessment tests [GJJR11]. Regarding the performance,
the use of hybrid masking in place of the state-of-the-art approach of arithmetic masking
with large coefficients allows using small multipliers instead of large ones (4.5x area gain),
at the cost of performing more additions (accumulators are anyway instantiated, hence
this does not increase the area).

With these contributions, we improve the state-of-the-art for masking lattice-based

schemes and provide improved insights on implementation costs for future PQC scheme
designs.
Organization: We present notations and preliminary information about polynomial
multiplications, lattice-based construction, generic countermeasures to side-channel attacks,
and the research gap in Section 2. In Section 3, we present the methods to optimize
side-channel countermeasures for an NTT-based polynomial arithmetic unit. In the next
section, Section 4, we introduce the technique of hybrid masking to efficiently mask non-
NTT-based polynomial arithmetic. We then implement the proposed techniques and
provide implementation details in Section 5. Following this, Section 6 describes the t-test
evaluation setup and results. Finally, in Section 7, we discuss the applications of the
proposed techniques and conclude the work.

2 Background

2.1 Notation

We use Z, to represent integers modulo g. We use R, to represent polynomial ring Z,/¢(z)
where ¢(z) is a reduction polynomial of degree n. We use B’ to represent a byte array of
size [. We use lowercase, bold lowercase, and bold uppercase letters to represent an integer
(e.g., a € Zg), a polynomial (e.g., a = Z;ZOI ali] - x* € R,) or vector (e.g., @ € Z'), and a
vector of polynomials (e.g., A € Rf; 1), respectively. We use {a}' to represent a vector of
length-I where each element is a. We use ali], a[i] and Ali] to represent the i-th bit of
integer a, i-th of coefficient of polynomial a and i-th polynomial of polynomial vector A.
We use x and x to represent polynomial multiplication and coefficient-wise multiplication
of two polynomials, respectively. We use - to represent integer multiplication (e.g., a - b)
or multiplication of an integer with coefficients of a polynomial (e.g., a-b or b-a). We
use &, |, @, !, and > / < to represent logical AND, OR, XOR, NOT, and right/left
shift operations, respectively. We represent the sampling of an integer a from uniform

distribution as a < Zq. Similarly, we use a & Ry and a + x(R4,0) to represent the
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sampling of polynomial a € R, from uniform distribution and x with standard deviation
o, respectively. A polynomial s € R, is small if all its coefficients belong to the range
[—p, +p] mod q where p is a k-bit positive integer and K = 2% with p < ¢.

2.2 Masking

Differential side-channel attacks are very powerful against cryptographic schemes. A
strong countermeasure against them is the use of masking, which randomizes the power
consumption or electromagnetic emanation of the cryptographic platform. Masking a
computation means replacing every intermediate value z with a randomized tuple (named
a sharing) that represents the value, and whose elements are the shares. Then, all
computations are modified to operate on these shares: every computation is replaced by a
gadget that performs the same computation on the shares. In this paper, we are mainly
interested in first-order arithmetic masking, where the sharing of a value z € Z, is a tuple
(zg,21) € ZLQ] such that o + z1 = ¢ mod ¢. The sharing (zg,z1) of x is uniform if its
probability distribution is uniform over the set {(mo, x1) € Zg|x0 + 21 =2 mod Zq}, and
a sharing is fresh if its distribution over that set is independent of any other value in the
computation (excluding values that are computed from these shares). As a particular case,
Boolean masking is arithmetic masking in Z,. We also extend the notion of sharing to
polynomials (coefficient-wise): arithmetic shares of s € R, are the tuple (sg, s1) € Ry if
So+ 81 =S8.

The security of masking is most often studied in the ¢-probing model [ISWO03]. A
gadget is t-probing secure if any set of ¢ (¢t = 1 for first-order masking) intermediate values
in the computations (named probes) is independent of the secret values of the inputs of
the gadget, assuming that the input shares are fresh. This abstract leakage model does
however not cover the leakage caused by glitches (or other intra-cycle data-dependent
timing) in hardware implementations, which led to the introduction of the glitch-robust
probing model [FGP'18]. In this model, a probe on a wire observes not only the value
of the wire but also all the inputs of the combinatorial circuit that computes that wire,
therefore only the synchronization elements (i.e., the registers) stop the propagation of
glitches.

2.3 Polynomial multiplication

Polynomial multiplication is one of the fundamental operations in lattice-based cryptog-
raphy. There are different approaches to implementing polynomial multiplication. The
selection of the proper implementation method depends on scheme parameters, target
performance, and platform.

Schoolbook polynomial multiplication: For polynomials a € R4 and b € Ry, the
polynomial multiplication ¢ = a x b is defined as 37~} ;:01 ali] - b[j] - 2. When the
multiplication is performed in a polynomial ring, a separate reduction operation with
reduction polynomial ¢(z) is required. When ¢(z) has a special form, this reduction
operation can be merged into the multiplication operation free of cost. For example, when
d(x) is 2" + 1, ¢ = a x b is defined as 31} Z;:()l(—l)u”j)/w -ali] - b[j] - 2**7 (modn),
using 2" = —1 [LFKT19]. Although the Schoolbook method has high computational
complexity (O(n?)), it works with every parameter set and does not have any constraint
for the polynomial ring or ring modulus.

Karatsuba polynomial multiplication: Karatsuba method follows a divide-and-
conquer approach and has the complexity O(n'°823) [KO62]. Let a = apz™? + a,
and b = b,z"/? + b; be polynomials of size n where ay, a;, by, and b; are (% — 1)-degree
polynomials. Then, a x b can be written as (aj, x by, )x™ + (an X by +a; X bh)x”/2 + (a; x by).
Karatsuba method reduces the number of (% — 1)-degree polynomial multiplications from
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4 to 3 by using the term (ap X by + a; X by) = (ap + a;) x (b, + b)) —ap x b, —a; x b;.
Karatsuba can be applied recursively to reduce the size of the multiplication operations.
NTT-based polynomial multiplication: The NTT of an n-size polynomial a can
be computed as ali] = Z;L:_(} alj] - w¥ (mod q) for i € [0,n — 1], where w € Z, is a n-th
root of the unity, i.e. it satisfies the conditions w™ =1 (mod ¢), w # 1 (mod ¢) Vi < n.
Such a root exists only if ¢ = 1 (mod n). NTT-based polynomial multiplication has
the fastest time complexity O(n - logn) [CT65]. When the polynomial multiplication
operation is performed in a ring R, = Z,/¢(x), a separate reduction with polynomial ¢(z)
is required after the completion of multiplication. If ¢(z) has the special form z™ + 1,
then negative wrapper convolution (NWC) can be used to merge the reduction with the
actual polynomial multiplication. NTT requires the modulus ¢ of ring R, = Z,/{z™ + 1)
to be prime. Therefore, cryptographic schemes that use such a modulus are NTT-
friendly (e.g., [BDK'18, BDK"21a] and the ones that do not are NTT-unfriendly (e.g.,
[BMD*20, MKKV21]).

2.4 Lattice-based public key encryption schemes

Several lattice-based PKE/KEM schemes are based on the Learning With Errors (LWE)
problem and its variants [Reg09]. For a given public matrix A € Z’;Xl and vector
B=AxS+FEc¢c ij, there is no known algorithm that can recover secret vector
S+ X(pr o) in polynomial time where E + X(Z’;, o) is an error vector. Solving the secret
S in the presence of error E is known as the LWE problem. A variant of the LWE problem
is the Learning With Rounding (LWR) problem, which introduces deterministic errors by
scaling the elements of A x S by a non-integer constant and rounding them to the closest
integer. Ring-LWE/LWR (RLWE/RLWR) and Module-LWE/LWR (MLWE/MLWR)
problems [LS15] are implementation-friendly variants of LWE/LWR, and both operate
over polynomial rings instead of integers. In the following, we briefly describe the LPR
encryption scheme [LPR10] which has been used as a framework for building modern
LWE/LWR-based public-key encryption and encapsulation schemes.

LPR Encryption Scheme: In Algorithm 1, we present the high-level description of
key generation, encryption, and decryption procedures of the RLWE-based LPR scheme.
Although LPR-based schemes are IND-CPA secure, they are not secure against chosen
ciphertext attacks (CCA) where an adversary with access to the decrypted messages
can recover the secret key by using carefully-selected ciphertexts. In order to achieve
IND-CCA security, LWE/LWR-based schemes are using Fujisaki-Okamoto (FO) transfor-
mation [FO99] which uses a combination of encryption/decryption procedures with hash
functions to generate CCA-secure encapsulation and decapsulation procedures. With the
FO transformation, the decapsulation procedure performs a re-encryption after decrypting
the message and then compares the input ciphertext and the generated ciphertext by
re-encryption procedure. If the comparison fails, i.e. the input ciphertext is invalid, the
decapsulation mechanism outputs a random byte array as the decrypted message.

2.5 Masking lattice-based public-key schemes and gaps

In the last several years, especially during the NIST PQC standardization competition,
several masking schemes for PQC algorithms have been proposed. In this section, we
revisit a subset of existing masking schemes that are relevant to this paper.

The first masking of a ring-LWE-based LPR public-key encryption (Algorithm 1)
was proposed in [RRVV15], based on arithmetic masking in R,. Concretely, to mask
the decryption, it splits the secret s € R4 into two uniformly random arithmetic shares
80,81 € Ry. Next, m’ is computed as two arithmetic shares m{ = (v — u X sg) and

my’ = —u x s;. Finally, for the comparison-based decoding step, a probabilistic masked
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Algorithm 1 LPR Encryption Scheme [LPR10)]
Procedure PKE.KeyGen()

ad Rq

s,e <+ xX(Rq,0) € Rq

t=(axs+e)eER,
| return pk = (a,t),sk = (s)

Procedure PKE.Encrypt(pk = (a,t),m € B>, r € B3?)

s’ e e + x(Rq,0,r) /* r is used as random seed */
u=(axs +e)eR,

vV=(txs +e")eR,

m = Encode(m) € Rq /* Encoding msg bits to poly. coefficients */
v= (v +m) e R,

return ct = (u,v)

Procedure PKE.Decrypt(ct = (u,v),sk = (s))

m' =(v—uxs)ER,

m’ = Decode(') € B* /* Decoding poly. coefficients to msg bits */
L return m’

decoder is used in [RRVV15]. A hardware implementation of the masked decryption is
provided where the masked polynomial multiplication is implemented using the NTT
method. Masking the polynomial arithmetic is simple as it incurs only dx computation
overhead while d number of arithmetic shares of the secret. On the other hand, the paper
shows that masked decoding is a more complex and slow operation. A more efficient
masked decoding technique is presented in [OSPG18]. To perform decoding on the input
arithmetic shares of a coefficient, it first shifts the distribution of the shares, then applies
the arithmetic-to-Boolean (A2B) transformation, and finally computes the sign bit. Besides
improving the masked decoding, the paper also presents a complete masking framework
for ring-LWE-based public-key encryption with CCA security (i.e., chosen ciphertext
attack resistance). Hence, the paper masks sensitive parts of the re-encryption operation
including error and ephemeral secret polynomial sampling, and random number generation.
With a first-order masked implementation, the NTT-based polynomial multiplication cost
increases to 2x and the bit-wise building blocks for example, error sampling, and random
number generation become more than 5x slower. The masked decryption for a CCA-secure
variant of NewHope [ADPS16] is around 5.7x slower than its non-masked operation.

Significant reduction in the masking overhead for CCA-secure public-key encryption
or KEM is demonstrated in [BDK*21b]. The integration of bit-wise building blocks with
the polynomial arithmetic blocks inside a masking scheme requires expensive Boolean-to-
arithmetic and arithmetic-to-Boolean conversions. The paper observes that by choosing
the modulus ¢ to be a power-of-2, these conversions can be simplified a lot compared
to the case with a prime modulus. For such power-of-2 modulus, the paper heavily
optimizes masked logical shifting on arithmetic shares and error sampling from a binomial
distribution. On the ARM Cortex-M4 platform, masking the Saber KEM (which uses
power-of-2 modulus) incurs only 2.5x computation overhead unlike 5.7 overhead with
prime modulus in [OSPG18]. Polynomial multiplication is computed using a combination
of Toom-Cook, Karatsuba, and low-degree schoolbook methods as the NTT method is not
a natural choice with a power-of-2 modulus.

A lightweight masked hardware implementation of Saber KEM is presented in [AMD*21].
It shows an area overhead of 2.9x and the polynomial multiplication is implemented using
the Schoolbook method. In [KDB'22], the authors propose a higher-order masked Saber
implementation on ARM Cortex-M4. They show that the increase in performance overhead
for higher-order masking of Saber is smaller compared to Kyber. Their first-order masked
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implementation shows 2.7x performance overhead. Both works do not take the advantage
of secret coefficients of Saber being small.

A masked HW/SW codesign implementation of several NIST PQC finalists (such as
Saber, Kyber, and NTRU) is presented in [FBR22]. It extends the instruction set of
a RISC-V processor by incorporating an NTT-based polynomial multiplier. Hence, all
PQC schemes irrespective of cohesion with NTT, are forced to use the NTT method
for computing polynomial multiplication. Critical non-linear operations for masking are
computed in the hardware. When the masking countermeasure is turned off, Kyber
(uses NTT-friendly prime) is around 1.2x faster than Saber (uses NTT-unfriendly power-
of-2 modulus). However, with first-order masking turned on, Kyber’s decapsulation
becomes around 1.53x slower than that of Saber. Such results clearly demonstrate that in
applications where masking countermeasure becomes essential, using a power-of-2 modulus
is more beneficial for the performance even though it may cause a minor slowdown in
polynomial multiplication. Therefore, in this work, we primarily consider masking with
power-of-2 modulus. We would like to remark that a power-of-2 modulus can be used in
standard as well as structured lattices with both LWE and LWR foundations.

Research gap: Taking advantage of small operands for the implementation of polynomial
multiplication is studied by several works. In [RB20], the authors propose an efficient
schoolbook multiplier implementation where one of the operands has small coefficients.
Their implementation uses an add-shift-based approach to perform the multiplication with
small coefficients and eliminates large multiplier units. For NTT-based multiplication
implementations in R, where ¢ is power-of-2, [AMJ*22, CHK*21, BAD"21] show how to
take advantage of small coefficients and use a smaller NTT-friendly modulus Q). For example,
authors in [AMJ122] show that a 25-bit NTT-friendly prime @ would be sufficient to
perform NTT-based polynomial multiplication for Saber instead of a 34-bit prime [FSS20].

A natural question is raised in [ACCT21], can the masked implementations also
benefit from one of the multiplicands being small? Existing works targeting masked
implementations of schemes with power-of-2 modulus (e.g., Saber, Florete, Espada, and
Sable [BMD'20, MKKV21]) fail to utilize the small secret property. The size of the
datapath for schoolbook or NTT-based implementations grew in this case as shown in
previous works [FBR22, AMD™21], which is not needed and is an undersell for efficient
MLWR-based schemes. In this work, we show how to utilize small coefficients in masked
implementations.

3 Masking NTT-based polynomial multiplication in NTT-
unfriendly rings

In this section, we introduce our first method: an efficient masked NTT-based multiplication
for small polynomials in NTT-unfriendly rings. This method is well-suited to platforms
where an NTT accelerator is already available, for example, micro-controllers with NTT
acceleration or hardware components that implement multiple lattice-based algorithms,
including NTT-based ones such as Kyber and Dilithium.

In general, NTT-based polynomial multiplication requires the coefficient modulus ¢ to
be a prime, since otherwise (e.g., when ¢ is power-of-2) the NTT does not exist in R,. To
force NTT-based polynomial multiplication in such rings, one solution is to perform an
NTT-based multiplication using a large and prime modulus @ such that the coefficients
in all the intermediate values are never larger than the modulus, and therefore no actual
modular reduction (mod Q) ever happens. Then, the final result is obtained with a
reduction modulo ¢. In general, one must ensure Q > n - ¢ to avoid unwanted modular
reductions [AMJ 22, FBR"22].

The size of ) can be reduced when one polynomial operand is always of small coefficients,
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for example, an error or secret polynomial in an LWE/LWR scheme. Concretely, if one
of the polynomials is small (i.e. all its coefficients belong to [—u, +u] mod ¢), a prime
Q@ > n-q-p is sufficient. Optimized but unprotected hardware [AMJ"22] and software [SR19]
implementations of NTT-based polynomial multiplication in NTT-unfriendly rings benefit
from this relaxation on ) to improve speed and also reduce the memory requirement and
width of the datapath.

However, when the small polynomial is arithmetically masked, the shares of its coef-
ficients are uniform in Z, and are therefore not small. The natural solution is therefore
to switch back to using a large prime @ > n - ¢?, resulting in performance degrada-
tion [FBR™22]. The key idea of our new technique is the change of perspective: instead of
multiplying each of the secret shares in modulo ¢ with the public polynomial (achieved by
working with a large Q > n - ¢?), we consider the non-masked multiplication (hence using
a smaller @ > n - ¢ - p) and mask the operations of this multiplication using arithmetic
masking modulo ). Therefore, we do not care about modular reductions happening on
the shares: the final unmasked result is guaranteed to be correct.

Our new method is described in Algorithm 2. Let the unprotected polynomial multi-
plication be a x s in R, where the public polynomial a is uniformly random in R, and
the secret polynomial s is a small polynomial with coefficients in [—p, +p]. We take as
input an arithmetic sharing (s¢, s1) in Rq for a prime @ > n - ¢ - u (converting from R if
needed), then compute two polynomial multiplications a x sp and a X s; independently in
Rq using NTTs. Finally, we perform masked modular reduction modulo ¢ to bring the
result to R,.

Algorithm 2 NTT-based polynomial multiplication with masking

Input: a € R, (public polynomial), sg, s1 € Rqg (secret shares s.t. so + s1 = s mod Q)
Output: to,q,t1,4 (s.t. to,q +t1,4 = @ X s mod q)

1: to,o + INTT(NTT(a) * NTT(so)) € Ro

2: t1,0 < INTT(NTT(a) x NTT(s1)) € Rg

3: {t07q, tl,q} — MaskedRedQ_w(to,Q, tl,Q)

4: return o 4,t1,4 € Ry

As a concrete example, let us consider Saber [BMD*20]: ¢ = 2!3 and R, = Z,/(2%*55+1).
If NTT is to be used for unprotected a X s, an ephemeral-prime modulus @ (25-bit
number [AMJ 122, CHK 21, DMG23]) is needed since the coefficients of the public a and
secret s are respectively 13 and 4-bits long. Our technique (Algorithm 2) can use the
same value for (). Without using our technique, the coefficient of the shares of the secret
polynomial are uniformly distributed, and ) must be 34-bit for the sake of correctness,
which is commonly done in masking literature [ACC*21, FBR22].

For one such NTT-unfriendly parameter set, the authors in [AMJ'22] propose 23, 24,
and 25-bit primes in order to support NTT-based polynomial multiplication. The LUT
consumption for making a 34 x 34-bit multiplier is twice as much as a 25 x 25-bit multiplier
and 3x compared to 23 x 23-bit multiplier. The 39-bit NTT-based multiplier proposed
by the authors in [FBR™22] consumes 2,454 LUTs, 1,917 FFs, 7 DSPs, 4.5 BRAMs, and
requires 4,096 clock cycles. The proposed method ensures that no changes need to be
made to the NTT-based polynomial arithmetic unit and can therefore, finish the NTT
in just 512 clock cycles and consume only 2,257 LUTs, 1,079 FFs, 4 DSPs, and 1 BRAM
(from [AMJT22]).

Regarding modulus conversions for arithmetic masking, a generic solution is to use
an arithmetic-to-Boolean (A2B) conversion followed by a Boolean-to-arithmetic (B2A)
conversion [BC22]. However, some of these conversions can be avoided to reduce costs, e.g.
when the input and/or output is generated/used in a Boolean-masked representation.
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4 Compact polynomial arithmetic using hybrid masking

In this section, we introduce our second method for masking polynomial multiplication.
Unlike our NTT-based method, this hybrid masking technique produces small arithmetic
share coefficients if the unmasked polynomial has small coefficients. Then, the polynomial
multiplication can be performed on the shares using any multiplication algorithm, with the
ability to optimize for the small coefficients. We introduce the hybrid sharing representation
and explain how to generate and use it. Finally, we describe how these techniques can be
applied and optimized for polynomial multiplication.

4.1 Hybrid masking

In a nutshell, hybrid masking represents a small value s in a large group Z, by starting
from an arithmetic sharing (sg, $1) in a smaller group Zg (i.e., s = sg + s1 mod K). It
converts this modular sharing into a non-modular one (i.e., in Z) by explicitly computing
the overflow bit ¢: s = sg + s1 — K¢, which is then also a correct (non-uniform) arithmetic
sharing in Z, for any ¢. Finally, since that overflow bit ¢ may leak information on the
secret, we encode it using Boolean masking. These two sharings (arithmetic and Boolean)
form together a hybrid sharing.

Definition 1 (First-order hybrid sharing). Let s € {0,..., K —1}!, 59,51 € {0,..., K —1}
and cg,c; € {0,1}. The tuple (so, $1,¢o, 1) is a first-order hybrid sharing of s if

s=380+ 81— K(co® cr).

The hybrid sharing is uniform if (sg, s1) is a uniform arithmetic sharing of s in Zg
and if the Boolean sharing (co, ¢1) is uniform and independent of (sg, s1), conditioned on
the overflow bit ¢ = ¢y @ ¢;.

FEzample. For example, let K = 8, and s = 5. If the arithmetic part of the sharing is
(s0,51) = (2,3), then there is no overflow and ¢ = 0 (hence (¢, ¢1) must be (0,0) or (1,1)).
However if we take so = 6, then s; = 7 (the hybrid sharing definition implies s = so + $1
mod K), and there is an overflow, giving the carry bit ¢ = 1.

Let us now show why it is important to mask c.

Proposition 1. In a uniform hybrid sharing (so, s1, co, 1) of s modulo K, the distribution
of the overflow bit ¢ = co ® ¢1 depends on s.

Proof. As noted above, sy + s1 = s mod K. Therefore, if sg < s, then s; = s — sg and
¢ = 0. Conversely, if s > s, s1 = K + s — sp and ¢ = 1. Moreover, since (sg, s1) is
a uniform sharing of s in Zg, s¢ is uniform in Zx and independent of s. As a result
Prlce=1]=Pr[sg > s] = (K —1-s)/K. O

Proposition 2. In a uniform hybrid sharing (sg, $1,¢o0,c1) of s modulo K, for any
i,j € {0,1}, the hybrid share (s;,c;) tuple is uniformly distributed over Zg x {0,1} and
independent of s.

Proof. Foralli, j € {0,1}, we marginalize with respect to ¢; —; the conditional independence
assumption for a uniform hybrid sharing to observe that c; is independent of (so, 1), since
¢; is independent of ¢. This implies that ¢; is independent of (s;,s). Next, since (so, 51)
are uniform arithmetic shares of s, s; is independent of s. We conclude by remarking that
c¢; and s; are uniform. O

LIf s belongs to another integer interval (e.g., s € {—p,...,u}), we can share a shifted version of s
(e.g., s+p €{0,...,2u}) and handle the subtraction of that offset at a later stage.
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Algorithm 3 AOverflowBit (Reg(-) indicates the need for a register in a hardware
implementation to ensure security against glitches.)

Input: Shares so,s1 € Zk, with K = 2k,

Output: Shares co,c1 € Z2 such that co @ c1 = (so + s1) > k.
NN &) ﬁZQ,T’iZK

: Initialize the table C'4 using Eq. (1)

: T < Reg ((so — r — Kv) mod 2K)

T, < Reg ((T' + Kc1 + s1) mod 2K)

T, < T1 mod K

Th+—Tr >k

: ¢o + (Th + Ca[T1]) mod 2

: return cp,c1

An interesting property of hybrid masking is that it can be viewed as (non-uniform)
three shares arithmetic sharing (sg, s1, —Kc¢) of s in any integer group, with the twist that
the bit ¢ is encoded with Boolean sharing. We now discuss how to generate hybrid shares
from arithmetic shares modulo K. This will be followed by an introduction to the gadget
that exploits this property to compute any linear operation on a hybrid masked value, and
outputs arithmetically masked shares.

4.2 Hybrid shares generation

Let us first consider the problem of generating uniform hybrid shares from arithmetic
shares (sp,s1) modulo K. We can directly use so and s; as the arithmetic part of the
hybrid shares and only have to compute fresh Boolean shares of ¢ = L%J without
leaking any information about s = sg + s; mod K. In other words, we want Boolean
shares of the overflow bit of the summation sg + s7.

In this section, we propose two solutions for this problem. The first one is inspired by
the table-based Arithmetic-to-Boolean (A2B) technique of [CT03] that can evaluate any
function on arithmetic shares in Zg and provides its result as an arithmetic sharing in Zg-.
The second one is based on the masked modular addition of [BC22] in which the carry is
computed in order to perform the modular reduction. Although the second approach is
slower compared to the first one, it is more compact.

Table-based technique. We develop a hardware version of the A2B algorithm of [CT03]
(using n = 1 nibble, hence the fix of [Deb12] is not needed) that generates only the overflow
bit. In the following, K = 2¥. Our AOverflowBit (Algorithm 3) takes two arithmetic
shares, (so,s1) € Z% and outputs (co,c1) € Z3 such that co @ ¢; = (sp + s1) > k. The
gadget uses three uniform random values, r € Zi and ~,c; € Zs, to hide the sum of
the two shares and their carry. Firstly, a table C4 with K entries is generated (it is
implemented as a RAM). For a ranging from zero to K — 1, each entry is computed as

Cala] = v, ifa< K —r, (1)
v @1, otherwise.

Finally, the share ¢ is computed from the result of the table lookup and the overflow bit
of the index computation.

The idea behind this gadget is that since we cannot compute sg + s; explicitly and
compare it to K, we sample randomness 7, compute (so — ) + s1 and compare it to K —r.
Since the result of the comparison must be masked, we take the random bit v as a Boolean
mask for the result of the comparison, which is implemented as a table lookup.

Proposition 3. A0verflowBit (Algorithm 3) is correct.



376 Kavach: Lightweight masking for polynomial arithmetic

Proof. Let us remark that T; = (sp + s1 — r) mod K and that Tj, = |((so + s1 — r) mod
2K)/K|@®~v®c1. Since —K < 59+ s1 —r < 2K, we identify three cases. In the first case,
—K < sp+s1 —r < 0, which implies that sg+s1 < K, and T} = sg +s1 —r + K, therefore
CalT)) =~v® 1, while T, = 1@ v P ¢1, and as a result ¢y = ¢1, which is correct. In the
second case K < sg+s1 —r < 2K, we have s +s1 > K and Ty =sg+ s —r — K, and
the proof is similar to the first case. The third case 0 < sy + s1 — r < K has to be split
in two sub-cases so + s1 < K and sg + s1 > K, which are analyzed similarly to the other
cases. O]

Proposition 4. AOverflowBit is first-order glitch-robust probing secure. Its output shares
are uniformly distributed and independent of the input shares, conditioned on the unmasked
output ¢ =cy D cy.

Proof. Let us assume that (sp, s1) are uniform arithmetic shares of s modulo K. sg and
s1 are the arithmetic shares of s.

We will show that any glitch-extended probe on an intermediate value is independent
of s. First, the pre-computation of the table C'4 does not depend on any input share.
Then, the computation of T depends on only one input share, hence it is independent
of s. Additionally, r + K -~ is uniformly distributed in {0,...,2K — 1}, therefore T is
independent of sg. Next, in the computation of T1, T} and T}, sg does not appear (except
through T, but it is independent of s since r is uniform?), hence all these intermediate
values are independent of s. In the table lookup, we assume that the RAM does not glitch
(i.e., does not read multiple cells in a single cycle), therefore this only leaks the address T;
and the read value (y or y®1). However, T} is independent of  (due to the selection of the
LSBs in the reduction modulo K), hence leaking both values at once is still independent of
s. Finally, in the computation of ¢y, T} is independent of v thanks to the addition of ¢; in
its computation, and therefore it is independent of C'4[T}], ensuring that the computation
is independent of s.

Lastly, it is clear that (cg,¢1) are uniform shares due to the independent sampling of
¢1. This also ensures the independence of (s, 1), conditioned on c. O

This proof relies crucially on glitch-free memory access, which has been empirically
validated by the experiments shown in Section 6.

Adder-based technique. We now sketch an adder-based algorithm of AOverflowBit.
This variant does not use a table, hence it does not require the instantiation of a RAM (it
can be fully implemented using registers and combinatorial logic), and moreover its size is
O(k) instead of O(2F) of the table-based gadget. However, the adder-based gadget has
a minimum latency of k + 1 clock cycles, in contrast with the 3 cycles for Algorithm 3
(assuming one cycle latency for RAM access).

When K = 2%, we remark that (sg,0) and (0, s;) are two k-bit (non-uniform) Boolean
shares of sy and s, respectively. The masked overflow bit can then be obtained with
the Boolean-masked k-bit adder described in Algorithm 4. We use the ripple-carry
adder of [BC22], and adapt it to the hardware design context by unrolling the loops and
using the HPC2 masked hardware AND gadget [CGLS21, CS21], instead of the software
PINI1 [CS20].

Algorithm 4 instantiates k carry-generating units (i.e., full-adders that compute only
the carry-out) whose inputs are the shares a = (s¢[i],0), b = (0, s1[¢]) and ¢ = (zo[i], z1[7]).
The carry-out shares are computed as a ® ((a ® b) &(a @ ¢)). By using the AND gate in this
expression with a AND-HPC2 gadget, we achieve a latency of one cycle w.r.t. the carry-in
bit ¢ (and two cycles with respect to the input a), leading to a total adder latency of k + 1

ILet us remark that, beyond the probing model, we should avoid horizontal attacks that recover r,
that is, re-generate the table C' 4 often enough that an adversary is not able to recover r.
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Algorithm 4 AOverflowBit-Adder

Input: Shares so,s1 € Zk, with K = 2F.
Output: Shares co,c1 € Z2 such that co @ c1 = (so + s51) > k.
(z0[0], 21[0]) - (0,0)
:fori=0,...,k—1do
(Yo, y1) < (so[d], s1[d])
(20, 21) < (so[i] ® zoli], z1]i])
(to,t1) < AND-HPC2((yo,y1), (20, 21))
(zoli + 1], z1[i + 1]) < (to P soli], 1)
(co,c1) = (wo[k], z1[K])
return cp,c;

Algorithm 5 MskMux (multiplexer with the masked select bit.)

Input: Boolean sharing (co,c1) with ¢o, c1 € Zh representing ¢ = co ® c1, r1,72 € ZL,.
Output: z[i| = c[i] ?7r2[i] : r1[i] for i =0,...,1 — 1.

1: fori=0,...,l—1do

2: Uug [Z] < Reg (Cl[i] ?re [’L] : Tl[’i])

3 wuyi] < Reg(ei[i] ?71[d] = r2fi])

4:  z[i] + Reg(co[i]&ui[i]) | Reg (M coli] & uoli])

5: return =z

cycles. Since Algorithm 4 is a straight port to the hardware of the masked adder of [BC22],
its correctness proof trivially carries over, and our choice of AND gadget ensures that
the security proof also remains valid (and covers glitches), since HPC2 satisfies the PINI
security property, like PINI1 (see [CGLS21] for details). Finally, AOverflowBit-Adder
can be generalized to non power-or-two K by using the modular adder of [CGLS21].

4.3 Hybrid masking of scalar linear functions

The HybridLin gadget (Algorithm 6) computes L(x) where L is a linear function (e.g.,
multiplication by a constant value) that maps {0, ..., K — 1} to the group Z,. The gadget
takes as input hybrid shares and outputs uniform arithmetic shares in Z,. The core
idea of its construction is a masked Mux gadget (Algorithm 5) that takes as input the
Boolean shares (cg, ¢1) of length-I vectors and outputs uniform arithmetic shares (vg, v1)
of K-L(1)if ¢ =1, or 0if ¢ = 0.! Note that operations presented in Algorithm 5 are
generic for vectors of length-I. For polynomials, I = n, and for scalars, [ = 1. Then, L
can be applied to the arithmetic input shares sy and s1, leading to the output sharing
(L(SO) + vg, L(Sl) + 1}1).

Proposition 5. If (so,s1,c0,c1) € Z% x Z3 is a hybrid sharing of * € Zy and the
function L : Zx — Zq is linear, then the output (yo,y1) of HybridLin (Algorithm 6)
satisfies yo +y1 = L(z) mod q.

Proof. We observe that vg is equal to —ry if ¢y @ ¢; = 0, and to —ro otherwise. Therefore,
since L(0) = 0, the output of the masked mux (vg,v;) is an arithmetic sharing modulo ¢ of
—K - L(co ® 1), (yo,y1) is an arithmetic sharing of L(sg + s1 — K(co @ ¢1)) = L(z). O

Let us remark that Algorithm 5 includes registers (Reg()), that are needed to ensure
that hardware glitches do not reduce the security order of the gadget, as discussed in
the next proof. Additional registers may be used in the implementation (e.g., to allow

1Here, we select between two public values, but the masked multiplexer can be extended to select from
more arithmetic shares by simply duplicating the logic: select vg as either ag or by depending on (co, c1),
and duplicate that circuit to select v as aj or by.
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Algorithm 6 HybridLin (linear operation on hybrid shares.)

Input: Hybrid sharing (so, s1, o, c1) with so, s1 € Zk, co,c1 € Z2 representing the secret s € Zy.
Input: Linear function L : Zg — Zg.

Output: Arithmetic sharing (yo,y1) of y = L(s) with yo,y1 € Z,.

™1 i Zq

trg < (K- L(1)) +r1 mod g

1 vy  —MskMux((co,c1),71,72)

V1 T1

Yo < L(s0) +vo mod ¢

: y1 < L(s1) +v1 mod g

: return (yo,y1)

pipelining). Besides, the output of HybridLin (Algorithm 6) is a uniform sharing in the
(typically larger) group Z,. This is because L(x) is typically not small anymore, hence
having a hybrid sharing as the output of the gadget would not be efficient. Next, we prove
the security of Algorithm 6 in the glitch-robust probing model [FGP*18].

Proposition 6. HybridLin is first-order glitch-robust probing secure.! Furthermore, its
output is a uniform arithmetic sharing in Z,.

Proof. We will prove that any glitch-extended probe is independent of the secret s if the
input hybrid sharing is uniform. First, for every variable in the computation of wug[i]
and w1 7] in Algorithm 5, the only share involved is ¢;[i], which is independent of s, as a
consequence of Proposition 2. Next, in the computation of vy in Algorithm 6, we remark
that each wg[i]/u[f] in Algorithm 5 is uniformly distributed in Zy and independent of
c1]i]. Therefore, co[i] & uy[i] and ! co[i] & up[i] depend on the input share ¢p[i] but each
of these values is independent of ¢;[i]. Since only one of ¢g[i] and !cg[é] is non-null, a
glitch-extended probe on vy depends on ¢p[i] and observes either ug[i] or u;[i] but not
both, therefore it is independent of ¢;[i]. Finally, a probe on yo depends on so and ¢l
(that is independent of s, by Proposition 2), and similarly, y; only depends on si, which is
independent of s.

To prove the uniformity of the output sharing, it suffices to remark that r; is a fresh
uniform random value in Z,, and (yo,y1) = (L(so) = K - L(co ® c1) — r1, L(s1) +71). O

The security against transitions [FGPT18] of HybridLin depends on its actual im-
plementation, hence cannot be proven at an algorithmic level. Let us simply note that
security against transition is trivially guaranteed if the implementation satisfies the pipeline
definition of [CS21] (i.e., every logic gate is used once per execution). In more complex
implementations, composition techniques of [CS21] may be used. Another solution is
the use of formal verification tools such as maskVerif [BBC*19], SILVER [KSM20] or
Coco [HB21].

4.4 Hybrid masking of vector linear functions

The HybridLin gadget operates on a single scalar, hence it is fairly limited. We now
generalize it to the HybrindLinV (Algorithm 7) gadget that computes any vector linear
function L : Zk — Zg and takes as input a length-I vector of hybrid sharings. The core
idea of this gadget is similar to HybridLin: compute L(sg), L(s1) and use MskMux to
handle the computation of K - L(cy @ ¢1). We exploit the linearity of L to write the latter
expression in the canonical basis: L(co @ c1) = Zi;é L(e;) - (coli] ® €1]i]) (see Algorithm 7

1We actually prove that the gadget is a glitch-robust probe isolating non-interference (PINT) [CS20],
which allows for easy composition of this gadget with other gadgets.
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Algorithm 7 HybridLinV (vector linear operation on hybrid shares.)

Input: Hybrid sharing (s, s1,¢0,c¢1) with so,s1 € 7k, co,c1 € 7L representing the secret
s e Zk.

Input: Linear function L : Z% — Zf;.

Output: Arithmetic sharing (y,,y,) of y = L(s) with y,,y; € Zg.

1: fori=0,...,l—1do

2 rd Zq

3 71+ (K-L(es))+ {r}l' mod ¢ {e;i[i] =1 and e;[j] = 0 for all j # i}

4 Voli] « —MskMux(({co[i]}", {ea[i]}V), {r}",r1)

5. Vali] « {r}"

6: vo Zi;é Vo[i] mod ¢

7 v — Zi;; Vi[i] mod q

8: Yy, < Reg (vo + L(s0) mod q) + L(s1) mod ¢

9: Yy, < v1

10: return (y,,y,)

for the definition of e;). This expression can in turn be evaluated using ! MskMux gadgets,
each being I’-element wide.

On top of this base construction, we introduce an optimization to reduce randomness
usage and save some computation. Indeed, the shares of output coordinates of HybridLinV
do not have to be independent if no computation involves these together (this condition is
often satisfied in lattice-based cryptography). Therefore, we can use the same randomness
for all coordinates. For simplicity, we keep a vector accumulator V1, however during
implementation we use a scalar accumulator instead of a vector accumulator. Finally,
since vy is freshly randomized, we can compute the output sharing as (Reg (vo + L(so)) +
L(s1),v1), resulting in a common share for all output coordinates, which spares some
logic.

Proposition 7. If (so, 81, co, 1) € Z3-xZ3! is a hybrid sharing of x € Zk and the function
L:Zk — Zf; is linear, then the output (y,,y,) of HybridLinV satisfies y, + y,; = L(x)
mod q.

Proof. We observe that V[i] is equal to {—r}!" if (co[i] ® e1[i]) = 0, and to —r otherwise.
Therefore, thanks to the linearity of L, vg = —K - L(cp @ ¢1) — v1 mod ¢. As a result,
(vo, 1) is an arithmetic sharing modulo ¢ of —K - L(co @ ¢;) (taking the vector vy as the
second share of all the elements). The final part of the proof is identical to the proof of
Proposition 5. O

Let us now prove the security of HybridLinV.

Proposition 8. HybridLinV is first-order glitch-robust probing secure.® In addition, each
of its output coordinates is a uniform arithmetic sharing in Z,.

Proof. The proof is almost identical to the proof of Proposition 6. The first difference is
that a glitch-extended probe on vy may reveal a coordinate of multiple V[é]. This is not a
problem since the computation of every V[i] uses fresh randomness, hence the arguments
in the proof of Proposition 6 apply. The other difference lies in the output computation:
every coordinate of vg is a coordinate of —K - L(cy ® ¢1) masked with the uniform
random r. Therefore, each output coordinate is uniform sharing, and each coordinate of
Reg (vo + L(sp) mod ¢) is uniform, hence Reg (vy + L(so) mod ¢) + L(s1) mod ¢ can be
simulated knowing only s;. O

L As for Hybridlin, HybridLinV is actually glitch-robust probe isolating PINT.
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Algorithm 8 HybridPolyMul (hybrid shared polynomial multiplication with a public
polynomial.)

Input: Hybrid sharing (so, s1, o, c1) with so,s1 € Rk, co,c1 € R2 representing the secret
polynomial s € R,.

Input: Public polynomial a € R,.

Output: Arithmetic sharing (yo,y1) of y = a x s with yo,y1 € R,.

1: fori=0,...,n—1do

2 rd Zq

3: forj=0,....,n—1do

4: r1[j] « (=)LEHD/NI(K - ali]) + 7 mod ¢
5 Voli] « —Msiux(({eold}”, {eail}"), {7}, m)
6:  Vi[i] < {r}"

T: vo Z;Zol Vo[i] mod ¢

8 v Z:L;OI Vi[i] mod ¢

9: y, < Reg (vo + (a X sp) mod ¢) + (a X s1) mod ¢
10: y; ¢ v1 mod ¢

11: return (y,,vy;)

4.5 Polynomial multiplication with hybrid masking

In this section, we will use hybrid masking to compute the product a x s where s is a
small secret polynomial and a is a large public polynomial.

Let the small coeflicients of the secret polynomial s be in Zg. Starting from arithmetic
sharing of s in Zg, we transform it to a hybrid sharing using AOverflowBit (Algorithm 3).
We then use the HybridLinV gadget (Algorithm 7) with multiplication by a as the linear
function L. This algorithm uses two multiplications (a x so and a x s1) that can be
computed using any polynomial multiplication algorithm (these can take advantage of the
smallness of the coefficients of sg and s1 to achieve better performance or area or both).
Then, we have to perform the computation on Boolean shares: MskMux and additions.
In the remaining part of this section, we introduce a small tweak (similar to [RB20])
to HybridLinV that exploits specific properties of polynomial multiplication to ease the
hardware implementation and security proof.

Our tweak, implemented in the HybridPolyMul gadget (Algorithm 8), is based on the
following observation: let L(s) = a x s, HybridLinV computes E?:_Ol a x(z'(coli]®eq[i])).
Assuming that one term of this sum is computed and accumulated per clock cycle, this
requires having the full a available at all clock cycles, as well as one (coli], c1[i]) single-
bit sharing. If a is stored in a RAM and ¢, ¢y in registers (which is the case in the
implementation that we use as the starting point for our implementation [RB20]), then it
is better to perform the computation as Z?;Ol ali] -(z* x(co @ €1)). Another advantage of
this approach is that it manipulates in parallel all the shares instead of a single one, which
typically leads to better side-channel security. In such an implementation, the computation
of 2* x(co @ ¢1) can be performed with a cyclic shift register (for negacyclic ring, with a
bit to encode positive or negative sign).

For conciseness, we avoid repeating the proofs of correctness and security for HybridPolyMul,
since they are identical to the ones of HybridLinV, except for the functional change ex-
plained above, which does not have any impact on the security proof.

Performance and Area Advantage To bring forth the advantage of this method, we will
now present a comparison with the naive way of using small coefficient multipliers. We
provided a hybrid gadget, but instead, a naive way of using a small coefficient multiplier is
to split one of the coefficients into smaller parts. This technique is used in applications like
homomorphic encryption. If we assume there is no hybrid gadget, then naive masking would
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split small secret s € Rx into two large shares sg, 51 € R,. Now, if we want to multiply
these with the public polynomial a € R, using the compact multipliers, one option would
be to split 8¢ and s; base K (e.g., 8o = S0+ K" + 80 r—1- K" 1+ -+ 801K + 500)-
Now, this requires r multiplications, where r is the number of words when a coefficient
in Z, is sliced into smaller words in base K (r = [(logy(q)/logy(K))]). When K = 24
and ¢ = 2'3, r will be 4. Thus, we will require four multiplications per share, that is
a total of eight multiplications for a first-order masked implementation. By using the
proposed hybrid gadget, this is reduced to three multiplications only, where one of the
multiplications is just an accumulation and does not require a multiplier. Instead, if a
user decides to pay the cost in terms of area and save the runtime, then log,(q) % log,(q)
multipliers would be required. These consume 4.5x more look-up tables compared to
log,(q) x logy (K) multiplier and will require two multiplications. Thus, using hybrid shares
gives us a significant advantage over state-of-the-art methods.

Higher-order generalization. We remark that the hybrid masking technique can be
generalized to higher-order masking, with the following differences: with d shares s; € Zg,
the overflow ¢ has to be represented using multiple bits, and each of the d Boolean shares
¢; is a [logy(d)]-bit word (i.e., ¢; € {0,...,d — 1}), such that

d—1 d—1
S = E S; — K . @Ci.
=0 1=0

The definition of uniform shares is unchanged: (s;)i=o,....4—1 must be a uniform sharing
of s in Zg and (¢;)i=o,....a—1 must be a uniform Boolean sharing of ¢, independent of
(8i)i=o0,...,d—1, conditioned on c¢. Note that the multiplication with the Boolean shares
of the hybrid sharing (Algorithm 5) is expected to have O(d?) complexity. Hence, for
asymptotically high masking orders, this algorithm will have worse performance than
directly operating in Z, (O(d) cost). This also serves as an interesting future scope for the
proposed technique.

In this paper, we focus on optimizing the first-order masking and leave the implementa-
tion of the higher-order as future work (note that AOverflowBit-Adder already works at
arbitrary order). We use the Table-based algorithm AOverflowBit since it has the lowest
latency. Next, we will introduce an efficient hardware instantiation of HybridPolyMul.

5 Implementation of masked polynomial multiplication

In Section 4, we presented an algorithmic optimization technique for masked and efficient
implementation of polynomial multiplication in lattice-based public-key algorithms. Exper-
imental evaluation is needed to validate the efficiency of the proposed algorithms. In this
section, we present a first-order DPA-protected hardware implementation of polynomial
multiplication using the hybrid masking scheme.! This proof-of-concept architecture works
in Ry = Zgis /(2?56 + 1) and the unprotected secret polynomial’s coefficients are in [—4, 4].

The first step of the multiplication is loading the secret polynomial s, which has
its coefficients in [—4,4]. We use a shifted representation where p = 4 is added to
each coefficient, resulting in unsigned coefficients in the range [0, 8] (this shift will be
compensated later to preserve the correctness of the result). For the sake of simplicity, our

INote that the masking technique (non-hybrid) in Section 3 for NTT-based polynomial multiplication
in NTT-unfriendly rings does not require a separate implementation and evaluation, as it does not lead to
architectural challenges (we already give the implementation cost in Section 3 by adapting a well-known
architecture). Regarding security, the NTT routine is evaluated twice in isolation on the two secret-share
polynomials without requiring any interaction between the shares, therefore no order reduction can happen
if the state is properly cleared between the two multiplications.
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Figure 1: Architecture diagram illustrating the AOverflowBit unit

implementation receives as input the uniform arithmetic shares (sg, s1) modulo K of the
shifted s, where K = 2% and n = 256. The initial sharing of this long-term secret is out
of the scope of our implementation. As a second step, we convert the input arithmetic
sharing into hybrid sharing by computing the Boolean shares cg, ¢y, using a pipelined
implementation of Algorithm 3, as illustrated in Fig. 1. Then, we implement the core part
of the multiplication, as described in Algorithm 8.

Our implementation is based on the open-source hardware library provided by [RB20].
The polynomial multiplier in this library uses a heavily-parallel schoolbook algorithm
by instantiating 256 small-area multiply-and-accumulate (MAC) units in parallel in the
hardware for the polynomial ring R, = Z1s /(2?56 +1). Moreover, it relies on the property
that one operand polynomial is always small (e.g., with coefficients in [—4,4]), and then
it optimizes the MAC units to reduce the area consumption. This multiplier is, there-
fore, a natural starting point for our implementation since our hybrid-shares polynomial
multiplication algorithm is based on small-coefficient polynomial multiplications.

cyclic rotation

L Boolean Buf fer(256] J Small Buf fer a[256]

1 1 1 1 1 1
negacyclic rotation

L Secrezt polyn:mnial Buffer[256]: J AN 7
AR AR AR
MAC [MAC |MAC|MACF—-------- MAC |mac [mac [

vh vi vi wh vk vi vh

Accumulator Buf fer acc[256]
1 1 «———— data bus for coefficient mod q

coefficient a[i]

random r[i]

Figure 2: Polynomial multiplier architecture for the hybrid masking scheme.

Fig. 2 shows the high-level architecture diagram of our schoolbook polynomial multi-
plier. The two main differences with the schoolbook multiplier of [RB20] are the changes
in the MAC unit to support the Boolean-masked multiplication a x(co @ ¢1) on top of
the normal multiplication (used for a x sg and a x s1), and the addition of the Boolean
secret polynomial buffer to store ¢y (cp is stored in the other secret polynomial buffer).
The multiplier operates in three steps, following the requirements of Algorithm 8: (1) com-
putation of a X (cg @ ¢1) (first share in the accumulator buffer, and the second share v,
in a separate buffer not shown on Fig. 2), (2) accumulation of a x sg in the accumulator
buffer, and (3) accumulation of @ x s; in the accumulator buffer.

We start with the description of steps (2) and (3), which work identically to the unpro-
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Figure 3: Secure multiply-and-accumulate unit for computing accli+j] = accli+j]+c[j]-al]
using Boolean shares c0[j], c1[j] of ¢[j]. Registers for glitches are not shown.
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Figure 4: MAC (multiply and accumulate) unit architecture diagram. It computes
multiplication for both Boolean as well as arithmetic shares.

tected multiplication in [RB20]. Before starting a multiplication, the entire polynomial
s; is loaded into the secret buffer of Fig. 2. It is a shift register that can do a negacyclic
rotation, computing s; < x x 8; mod (2%°% + 1); the coefficients are stored in the buffer
in the signed magnitude representation. During the actual polynomial multiplication, in
every cycle, one coefficient of a (say a[j]) is multiplied by all coefficients of s;, and then
the results are accumulated (addition or subtraction depending on the sign of s;[j]) in
the accumulator buffer. In the next cycle, the secret polynomial buffer is shifted, and
the process is repeated with the new coefficient a[j + 1]. For a 256-coefficient polynomial
multiplication, 256 cycles are required, excluding the overhead of data loading. The
accumulator buffer is not reset before or after the s; multiplication, and the ‘Boolean
buffer’ is not used.

For the first step, we compute a sharing of —a x (K - ¢+ {u}) where {1} is a polynomial
with all coeflicients set to p. It compensates for the original shift and proceeds as follows.
The polynomial (K -co + {u}) is loaded in the regular secret polynomial buffer (the
multiplication and addition is just a bit concatenation), and the Boolean polynomial ¢; is
loaded in the 256-bit buffer ‘Boolean buffer’ which is also a circular shift register. To
process the Boolean coefficients, the normal MAC unit of [RB20] is augmented with the
secure Boolean unit of Fig. 3, implementing the MskMux logic of Algorithm 8. This unit is
integrated into the original MAC unit, with proper sign handling and registers to prevent
glitches, which gives Fig. 4. In this area-optimized combined unit, a signal mul_type
selects between unmasked operation (for steps (2) and (3)) and masked operation.

Let us finally discuss the security of our implementation. We rely on the security argu-
ments of Section 4 for HybridPolyMul and remark that our implementation optimizations
do not break the security of this gadget. Indeed, the set of glitch-extended probes for the
extended MAC unit is the same as for the basic one, and using the same register for sg
and cg is not an issue since even jointly, these shares are still independent of the secret.
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Table 1: Implementation results of the design on Xilinx Artix-7 xc7al00tftg256-3 for the
parameters n = 256, K = 24 and ¢ = 2'3.

Masking ‘ Algorithm Area ‘ Frequency ‘ Poly. Mul. Latency

(LUT/FF/DSP/BRAM) (MHZ) (clock cycles)

Proposed | AOverflowBit 590/1,014/0/1 130 92

Proposed | HybridPolyMul | 25,214/13,280/0/1 130 1020
Naive PolyMul 62,163/8,801/0/1 125 752

Unmasked PolyMul 17,429/5,083/0/1 250 336

Moreover, this unit is pipelined, and hence, the transitions happen between independently
masked variables (except for the adder in front of the accumulator, but this only adds old
values of the accumulator into the extended probes, which is not an issue, as it contains
only one of the two shares). Next, we discuss the results of the implementation.

5.1 Implementation results

We implemented the proposed architecture design on Xilinx Artix-7 xc7al00tftg256-3
FPGA using Xilinx Vivado 2019.1. The synthesis and implementation strategies were kept
to Vivado defaults. The KEEP_HIERARCHY flag was set in the security-critical components
of the modules to avoid unwanted optimizations. The complete design achieves a clock
frequency of ~ 130 MHz. The implementation of Algorithm 3 (AOverflowBit) illustrated
in Fig. 1, which generates the Boolean shares, consumes 590 LUTs, 1,014 FFs, 0 DSPs,
and 1 BRAM. The C4 table (Eq. (1)) is pre-generated and stored before processing each
polynomial, however, it can be refreshed more often. Its latency is 92 clock cycles for
processing one set of polynomials. The complete core polynomial multiplication unit
shown in Fig. 2 consumes 25,214 LUTs and 13,280 FFs. It can process one polynomial
multiplication in 340 clock cycles and consumes 1020 clock cycles to multiply the hybrid
shares of a secret polynomial with a public polynomial. From Table 1, it is evident that the
area-time increase of the proposed technique with respect to the unmasked implementation
is much less compared to the naive masking (the secret is split into two shares and the
multiplication requires big multipliers).

Our masked polynomial multiplication implementation consumes 1.7x more area than
the unmasked implementation in [RB20] (17,429 LUTs and 5,083 FFs). This is because
we have instantiated n = 256 MskMux combined with 256 compact multipliers. Therefore,
adding the registers to every MAC unit for glitch prevention further contributed to the area
consumption. However, this is an implementation choice, and if one MskMux is instantiated
for the multiplication with the Boolean shares, there will be no area overhead. Regarding
time overhead, one unmasked polynomial multiplication translates to two multiplications
and one accumulation in the masked domain. As discussed earlier (Section 4.5), the total
area-time overhead of this design is less than the naive masked implementations.

6 Side-channel evaluation

In this section, we discuss the side-channel evaluation setup and results. Our setup is
based on a ChipWhisperer NAE-CW305-04-7A100-0.10-X! board which features an Artix-7
FPGA in the FTG256 Package, and an Atmel ATSAM2U32-AU microcontroller that acts
as a USB to control FPGA, as well as a trigger for starting the computations. We generate
the bitsream with Vivado 2019.1. The FPGA uses a 10 MHz clock signal generated by the
onboard PLL and crystal. The power consumption is measured with a 5 €2 shunt resistor,

Ihttps://media.newae.com/datasheets/NAE-CW305_datasheet.pdf
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amplified on-board with a 20 dB low-noise amplifier, and measured with the Picoscope 6000.
The oscilloscope is synchronized with the FPGA clock and acquires 312.5 MS/s.

As mentioned in the previous section, our implementation is based on the Module-KEM
design provided in [RB20]. It implements Saber, and the implementation can multiply
several polynomials at once and accumulate them, depending on the polynomial vector
dimension. For example, a public polynomial vector A, of dimension three will have three
polynomials a[0], a[1], a[2]. When this is multiplied with the secret polynomials vector S of
dimension three, the multiplication result of A x S is a[0] x s[0] + a[1] x s[1] + a[2] x s[2].
Since we have an accumulator, we can keep accumulating the results on the fly for all three

multiplications without having to do this as a separate operation, which avoids additional
time overhead.

to tq t2 t3 t4

volatge (mV)

t-value

samples
(31.25 samples per clockcycle)

volatge (mV)

t-value

t-value

0 1 2 3 2 5 6 7 3 9 x10*

samples
(31.25 samples per clockcycle)

Figure 5: Raw measurement data of AOverflowBit and polynomial multiplication of the
hybrid shares. Top: t-test figures with mask ON for 100,000 traces; Bottom: t-test
figures with mask OFF for 200 traces.

T-test evaluation. We measure first the AOverflowBit which generates shares Coy and
C for polynomial vectors Sg and Sy, where both Sy and S; are secret vectors consisting
of three polynomials. Then, this is followed by multiplication of Cgy,C7 with public
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polynomial vector A of dimension three. Next, we multiply A with Sp and finally with
S1. A hardware implementation of the stream cipher Trivium is used as a source of
randomness.

We employ the Test Vector Leakage Assessment (TVLA) method introduced in [GJJR11]
to validate the security of our implementation. Namely, we run a first-order fixed-versus-
random T-test with 100,000 traces for the secret shared variable S (A is kept fixed). The
results are reported in Fig. 5: no first-order leakage is detected for the commonly-used
significance threshold of +4.5 for the T-statistic. As a sanity check, we also ran the
first-order t-test with 200 traces and randomness masking disabled (Fig. 5), which shows
clear first-order leakage. In Fig. 5, the timestamps tg — t4 show the different operations
evaluated by the test. The interval tg—t; is the generation of shares Co and C; for secret
vectors Sg and S7. Then, the multiplication of A with Cq, C; is performed during the
interval t1—to. This is followed by multiplication of A with Sg and S7, during the to—t3
and t3—t4 intervals, respectively.

7 Conclusion and future work

In this work, we proposed an efficient masking method for polynomial multiplication of
NTT-unfriendly schemes that can benefit from one of the operands being small. Not only
does it improve the masking of the current NTT-unfriendly schemes, but it also promotes the
design of new schemes. The proposed hybrid gadget helps retain the small secret property
and saves significant area in masked implementations. Most of the lattice-based schemes
have small secrets (ternary or binomial or Gaussian distributed). They can benefit from
hybrid masking unless the scheme makes NT'T representation an integral part of the scheme.
Our contributions are therefore directly applicable to implementations of algorithms such
as SABER [BMD20], Scabbard [MKKV21], NTRU [HPS06] or LAC [LLZ"18]. In the
long term, our results should aid future lattice-based scheme design choices (in particular
the power-of-two versus NTT-friendly trade-off).

This work raises further research questions. A first direction that would be interesting
to explore is the use of RSA/ECC coprocessors for masking lattice-based PQC. Since
these are widely deployed, they are an attractive target for implementing PQC (especially
when retrofitting PQC into existing systems). Non-masked implementations for Saber
and Kyber have been proposed in [GMR21], using the Kronecker substitution method,
and the most efficient variants exploit the property that one of the polynomials involved
in the product always has small coefficients, both for NTT-friendly and unfriendly rings.
Our hybrid gadgets (e.g. HybridLinV or HybridPolMul) could therefore be used, and
they can simply use the algorithms of [GMR21] for the polynomial multiplication. For
the MskMux (Algorithm 5) part of these gadgets, many possible software implementations
depend on the available instructions: the most natural solution is the use of a conditional
move instruction, but arithmetic solutions are also possible (using 0/1 multiplications,
then additions), or even using the bitwise logical operations (emulating our hardware
implementation).

Secondly, we used a schoolbook multiplier for hybrid masking implementation (Sec-
tion 5). However, we emphasize that this is not the only type of multiplication that can
be used with this masking technique: other multiplication types, such as the Karatsuba or
Toom-Cook multipliers, can also be used. The integration of these multipliers with the
Boolean masking part of the hybrid masking, as we do with our integrated MAC unit, is a
future direction for optimization work.
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